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[bookmark: _Toc203908683]PART I:  INTRODUCTORY MATERIAL
[bookmark: _Ref163461112][bookmark: _Toc203908684][bookmark: _Ref138486902]Document Introduction 
[bookmark: _Toc203908685]Purpose and Scope
This document describes the technical and functional design for the STARS2 system under development by UNICON International, Inc. on behalf of the Division of Air Pollution Control (DAPC) of the State of Ohio Environmental Protection Agency (Ohio EPA, OEPA or simply EPA, unless otherwise qualified).  The STARS2 system is intended to replace the existing STARS and PTIs2000 systems, as well as to incorporate aspects of other programs and systems currently in use by EPA personnel and EPA clients, regulated community users[footnoteRef:2] (RCUs).  For a segment of the latter population, STARS2 will replace the current STARship system now in use.   [2: The Regulated Community includes all the facilities within the State of Ohio that are required to maintain permits with respect to emissions of regulated pollutants into the air.  RCUs are the people that interface with the Ohio EPA on behalf of the facilities with respect to acquiring and maintaining appropriate permit status.] 

The purpose of the document is to record design, implementation and interface considerations with the goal of sufficing as ‘System Documentation’.  In addition to this document, we will also provide a System Admin Guide [12] to supplement the coverage in this document.  We expect the final document to clearly communicate the design of STARS2 from its general system and software architecture through its user interface.  We include discussion of 
Design goals, including how these translate into actual architecture, data, and/or component design
Underlying data models, via representative data structures, schema/data dictionary information, and table relationships, as appropriate.
User Interface via discussion of paradigms (including navigation paradigms), and representative screen layouts, as well as definition and results of prototyping efforts
Representative component design patterns, objects, object relationships, etc.
Navigation
High-level discussion of functionality, detailed discussion of representative areas 
Use cases, as appropriate
In addition, the document illustrates the context for the system’s organization, structure and capabilities, as well as the relationship between the various subsystems, modules, data elements, etc. that make up the system.  
It is our intent that the information reflected herein complies with the expectations and decisions by Ohio EPA / DAPC personnel with respect to system documentation
[bookmark: _Toc203908686]Terminology and Conventions
This document assumes that the reader has some knowledge of computer systems as well as familiarity with OEPA and/or DAPC 
Some specific terminology and conventions we use throughout this document bears clarifying at this point:
Users:  those individuals that employ the STARS2 system to accomplish their jobs.  Users fall into two categories:
Regulated Community users (RCUs): those users acting on behalf of the facilities subject to federal and/or state EPA regulations with respect to Air Pollution limitations and constraints.  RCUs may be personnel directly associated with the facilities, or may be consultants or others acting on behalf of the facility personnel.  These users access STARS2 functionality via the Ohio EPA web portal through the ‘Air’ services offered on that website.  (See Section 6.20 ).   
DAPC users: all DAPC personnel in the field (i.e., District Offices (DOs) or Local Area Agencies (LAAs)) as well as in the central office (CO).  Most, but not all, of these users are Ohio EPA employees.
STARS2 system:  In most cases, and unless otherwise indicated by either section title or context, this term references only the ‘system’ that is accessible via the DAPC web interface, and not the functionality accessible to RCUs via the EPA Agency portal. 
Portal:  The web interface through which RCUs access STARS2 in order to perform the [limited] set of services available to them.  At its highest level, ‘portal’ refers to the agency-wide Ohio EPA e-Business Center web portal, through which STARS2 (or Air Services) are accessed.  This may also be called the ‘external portal’.  In STARS2, the external portal functionality replaces what has previously been referred to as the Data Entry Module, or DEM.   The term ‘portal’ may also be used, in context, to refer to the internal web portal that DAPC users will employ to access STARS2.  
Services:  Those operations that DAPC performs in the course of doing its work and/or those operations that an authorized RCU requests via the EPA Portal interface.  RCUs request or access these services by submitting an application, notification, emissions report, or facility data update[footnoteRef:3] through the RCU web interface described in Section 6.2.4.  Examples of services include: Apply for a Permit, Submit a Emissions Fee (or other) Report, Change Facility Contact Information, etc.  [3:  Throughout this document, we frequently refer to ‘permit applications and [emissions] reports’ when discussing general system functionality; normally, the  ‘… applications and … reports’ terminology is used to represent ANY object that RCUs may submit and/or DAPC users may process using the STARS2 system.] 

STARS2 or DAPC database:  We recognize that the STARS/DAPC schema defines the actual database instance in which the STARS2/DAPC data resides.  We primarily use the term STARS2 or DAPC schema to refer to that portion of the shared database that is defined by that schema.  Occasionally, the term STARS2 or DAPC database may be used.  In all cases, this term means the same thing, i.e., that portion of the shared database defined by the STARS2 or DAPC schema.
[Workflow] Task:  A step in a workflow process.  Workflow tasks may also be referred to as “steps” or “activities”; in this document, these terms are used synonymously.   Workflow tasks may appear on a user’s ToDo List.  Other tasks, not related to workflows, may also appear on this list.
PIN:  A number issued to a user at a facility which gives that user the authority to ‘submit’, for example, air permit applications, emissions reports, etc. through the OEPA web portal.  (The process for a facility to acquire a PIN is manual, and outside the scope of this document and the system it describes.)  Once a PIN has been granted, the holder may choose to ‘delegate’ authority to another person or persons who may then act on his/her behalf.
Use case:  STARS2 uses the term “use case” to mean something slightly different than the term’s standard usage; in STARS2 a “use case” may more accurately be called a “navigation use case” (and we will use this terminology where appropriate).  It represents an operation that is performed on/at a screen.  Navigation use cases are the level at which permissions or authorization is granted to system users.  They also define the level for context-sensitive on-line help.  
UPPER-CASE COURIER NEW font is used for database table names.  Lower-case Courier New is used for attribute names referenced both independently and in the context of a table in which they appear.  Courier New is also used for some screen labels and/or data values when it is useful to clarify the meaning of the text.
Numerals in square brackets [#] indicate references defined in the Reference List on page 284.  For the benefit of those accessing this document in electronic form, these references (to references) as well as cross-references within the text are included as hyperlinks to the target location in this document.
Variables denoted as %variable_name%  are items such as environment variables, for which a value is established through a configuration file or other mechanism, where the value doesn’t change as long as the system is up.
Variables denoted as $<variable_name> are items the value of which is established at runtime.  
Worthy of special note:
Screen shots presented throughout this document may be based on incomplete, inaccurate and/or inconsistent data.  They are presented solely to offer an illustration of screen layout, operations buttons, etc.  Whenever there is a discrepancy between what is shown in this document and the appearance and/or operation of extant screens in the STARS2 internal and external applications, the application screens and operations are presumed to take precedence.
This document reflects the capabilities (and user interface) of the STARS2 system as of its acceptance by the Division of Air Pollution Control.  It does not include any modifications or enhancements made during the post-acceptance period.

[bookmark: _Toc203908687]Related Documents
Many of the implementation details for STARS2 are recorded in requirements documents, spreadsheets and meeting notes and are not replicated here.  However, we reference these throughout this document.  This list provides a map of where to look for other information that may be useful to those using, administering and maintaining the STARS2 system in production.  (Unless otherwise indicated, these files may be found in J:\SHARED\UNICON\.
[bookmark: _Toc203908842]Table 1: Related Documents:  Where to Find Implementation Detail
	Subject
	Document
	Other Information

	Detailed requirements
specifically  with respect to:
	Requirements\
LSRD_Approved_20070828.xls
	Last modified date prior to publication of this document: 1/30/2008

	Permit Issuance
	Requirements\
IssuanceReqs3.xls
	

	How attributes are managed in the Facility Profile 
	Requirements\
Air Facility Profile3.7.xls
	

	Attributes of STARS2 Objects (e.g., facility, emissions unit, egress point, contact, 
	Requirements\
STARS2Objects61.xls
	Includes fields to display (internal and external, where applicable), validation rules and other info

	PTIO QA/QC checks
	Requirements\QA_QC_References\
PTIO QAQC.xls
	

	Title V PTO QA/QC checks
	Title V PTO QA/QC checks
	Hard copy only available at this time. 

	Business Rules for Permitting
	Requirements\
Business Rules-System Decisions v2.xls
	

	Form letter template list
	Requirements\
DAPC_table_additions3.1.xls  Form letters_revised
	Last modified date prior to publication of this document: 1/30/2008

	Form letter templates
	Form Letters\
Word templates\
	

	Trade Secret Information
	Reference\
Trade Secret Claims in STARS2.doc
	

	Late Permit Report schedules
	Design\Reports\
Permit SOP Filtermh2.xls
	values provided by Mike Hopkins



[bookmark: _Toc203908688]System Design Approach 
[bookmark: _Toc203908689]Design Principles
UNICON’s design for the STARS2 System, including the DAPC application as well as the data entry screens the regulated community uses to enter and track permit applications, emissions reports and other objects is based upon:
Needs, as defined by legacy systems and documentation thereof
JAD session output
System Requirements [1] which are, in turn, based on the BSRD [5]
The following design goals of this architecture address the deficiencies of existing architectural alternatives, and existing off-the-shelf systems, while supporting the goal of the Ohio EPA for an effective, easy to use, and easy to evolve system with low total cost of ownership (TCO). 
[bookmark: _Toc53992328]Standards-based architecture
Independent of platform components used. The Ohio EPA is not locked into any particular hardware or system software vendor(s)[footnoteRef:4] [4:  Although not a significant issue for the EPA at this time because the system architecture for STARS2 initial deployment is well-defined, this does provide a level of comfort that the system can take advantage of improved architecture components that may become available in the future] 

Supports Design-for-Change; that is, facilitates extensible, scalable system to meet expanding demands.
Facilitates use of open-source middleware and software wherever possible (e.g., Java Server Faces (JSF))
[bookmark: _Ref138485248]Separation of Concerns
STARS2 is designed to separate and encapsulate code that implements these aspects of a web application.  It answers the need to provide clean separation and ability to independently change among:
Layout – structure of a page including ability for many layouts
Navigation – organization and relationship of all site pages
Business Logic – processing of input and database data
This makes the application independent of the underlying data storage model, as well as of the specific database implementation that may be part of the application deployment environment.  The design engendered by the encapsulation of code that handles these orthogonal concepts facilitates (and enforces at some level) 
A common, standard and intuitive look and feel across screens in a manner that is not intrusive to those defining/developing business logic and screen/page content
Development of well-defined, easily modifiable [common] screen elements such as logos, colors, etc. without requiring changes throughout the code.
Simplified maintenance and enhancement
Changes to business logic without affecting either the look and feel or the code controlling the look and feel
Clean, simple and clear software structure, which enables shorter learning curves and makes new team members more productive more quickly
Well-defined interfaces between framework components, between the framework and application(s) and between the framework and the database, making it easier to add functionality and make other changes we anticipate will be required over time
Support for generic abstraction
[bookmark: _Ref137529629][bookmark: _Ref137529654][bookmark: _Toc203908690]STARS2 System Overview
Ohio EPA DAPC is in the business of permitting, tracking and collecting fees from facilities in the state of Ohio that house equipment and processes that emit pollutants.  STARS2 was conceived to address the weaknesses in current processes and procedures with respect to managing requests and data from its regulated community to meet that directive.  
By exploiting state-of-the-current-art tools and components, STARS2 provides access to the following functionality to its regulated community users as well as its internal DAPC users.
RCUs employ the system to 
Enter and/or modify facility profile data , including, but not limited to:
Facility configuration (e.g., EUs, Control equipment, connectivity, etc.)
Ownership, operator and contact information
Demographic info (address, telephone, etc.)
Create and submit permit applications
Create and submit reports, including 
Biennial Fee Emissions Reports (FERs), upon which fees due from the facility to the Federal or Ohio EPA are calculated.
Emissions Statements 
Emissions Inventory Summary (EIS)
Compliance reports
Track the evolution of permit applications, emissions reports and other work in progress
Among others, the operations for which various DAPC personnel use STARS2 include 
Processing permit applications, including creating permit documents (using the Terms and Conditions library, stored data and active permits, among other sources), including accessing historical data w/r permits
Processing emissions reports, including, but not limited to
· Generating emissions report forms for Non-Title V facilities (i.e., “Blue cards”)
· Invoicing appropriate facility personnel for fees associated with the facilities’ emission of pollutants into the air 
· Tracking emissions fee payments
· Providing access to historical data w/r fee and emissions reporting
Processing other requests submitted by RCUs
Producing and recording correspondence to various combinations of one-to-many RCUs for various purposes.
Maintaining reference data from various sources w/r the processes associated with defined emissions units (EUs), the pollutants they emit, etc.
Producing Management Reports
Tracking resource allocation and workflow
The remainder of this document, especially Parts III (Infrastructure Design) and IV (Implementation-specific Functional Design) cover how the system is designed in order to provide this functionality to both sets of users.
[bookmark: Appendix_B][bookmark: Part_II][bookmark: _Toc203908691][bookmark: _Ref133824870]PART II: TECHNICAL DESIGN
[bookmark: sys_arch][bookmark: _Ref137529151][bookmark: _Toc203908692]System Architecture
This section describes UNICON’s detailed system architecture approach to the requirements presented in the RFP, BSRD [5] and Detailed System Requirements [4].  
[bookmark: _Ref118900486][bookmark: _Toc203908693]Hardware Architecture
UNICON’s solution can be deployed on a number of possible system configurations.  We will deploy the STARS2 system on a hardware configuration that is approved by the Ohio EPA Information Technology Services (ITS) Department.  That is, the STARS2 system architecture will merge into the architecture currently in place.  This architecture is managed by ITS.  It supports the entire Ohio EPA, including the DAPC.  The system architecture is illustrated in 
Figure 1.  Several design decisions have been impacted by this architecture.  
Both the database servers and the web and application servers are clustered.  The application and web server run on the same machine.  The clustering of both the database servers and the web/application servers makes the architecture highly scalable and provides a high degree of redundancy.  The J2EE container employed by ITS across its domain, BEA’s WebLogic, provides this feature. Clustering provides multiple physical machines in identical configurations running an identical application set, all of which are able to provide all available services to their users.  A user may be directed to any of the servers when he/she requests any supported service.  Clustering allows the user to be associated with that server for the length of his/her session, so that in the event that the connection is interrupted, the user may be reconnected to the same server upon re-entry.  In addition, should one of the servers fail, clustering allows any user connected to that server to be able to immediately re-enter the system and access the identical set of services from the substitute server.[footnoteRef:5]   [5:  Replicating session data across servers in a cluster would permit seamless transition for a user if his/her server failed.  However, such replication is complex and we believe would adversely affect system performance. To the best of our knowledge, ITS does not replicate session data and we recommend that that path continue for server clusters supporting STARS2. ] 




[bookmark: _Ref191282941][bookmark: _Toc203908861]Figure 1: System Architecture
STARS2 will run on most J2EE servers and SQL 92 compliant databases.  Should ITS change its hardware configuration in the future, such a change should be transparent to STARS2.  For STARS2’s initial deployment, we anticipate that we will use the BEA WebLogic/Oracle environment that ITS is currently supporting.   Oracle STREAMS will maintain synchronization between the DMZ and DAPC databases.  Section 3.3.3 describes how STARS2 accomplishes dataflow between the two database instances. 
[bookmark: _Ref136234512][bookmark: _Ref190221843][bookmark: _Toc203908694]Data Store Architecture[footnoteRef:6]	 [6:  In addition to the data store discussion here, STARS2 stores and manages documents, including permits, emissions reports and attachments to same, via a file-system-based Document Repository.  Design issues related to document management are covered in Section 9. 
] 

The primary data store for STARS2 is an Oracle relational database managed and maintained by the ITS organization.  Per ITS, the databases in use are currently running Oracle 10g. 
ITS may choose to upgrade its Oracle version at any time without impacting the operation of the STARS2 application or the STARS2 portal services.  . Within this document, we may refer to the STARS2 schema as the STARS2 database, recognizing that the STARS2 schema will almost certainly share actual database instance space with other applications and activities outside DAPC’s scope.
A snapshot of the normalized relational database schema for STARS2 is provided in the form of Entity Relationship Diagrams[footnoteRef:7] (ERDs) extracted (using Case Studio) in an Addendum to this document.  When the system is completed and turned over to DAPC and ITS personnel, this information may be migrated to the tool of ITS’ choice, erwin. [7:  ERDs are derived by the Case Studio 2 database tool which is in use in the development environment.] 

The ITS-maintained Core Lite database stores information for all facilities that do business with the Ohio EPA.  This includes a unique Core Place ID and very basic information about the facility, collectively known as the Core Profile.  We expect STARS2 to use Core Lite data in building its initial facility profile for facilities accessing air services.
The database architecture for STARS2 includes the STARS2 database instances as well as Core Lite database instances on either side of the OEPA firewall, with each external instance having both a read-only[footnoteRef:8] area and a staging area.  In this document we refer to the ‘internal’ databases as the STARS2 or DAPC database and the Core Lite Database respectively.  The database instances outside the firewall are termed the DMZ or RCU database and Core Lite (external).    [8:  The “read-only” database is a snapshot of the DAPC internal database kept up-to-date in near real-time via Oracle STREAMS.] 

RCUs do all their work in the staging area associated with the data they are working on.  For each air service they access, the system creates an identifiable task that includes all the data associated with their work.  These tasks are managed by ITS. 


[bookmark: _Ref160537928][bookmark: _Toc160867753][bookmark: _Toc203908862]Figure 2: Data Store Architecture 
[bookmark: _Ref160533372][bookmark: _Toc203908695]Data Store Design Issues
Referential Integrity 
The STARS2 schema in the read-only database in the DMZ maintains referential integrity.  However, when a user through the portal modifies an object, a writable copy of the object/table is first replicated in the staging area in the DMZ.  User modifications are applied to this copy of the object.  Reference data tables, however, do not exist in the staging area.  Instead, the STARS2 accesses reference data, for example for pick lists, from the copy in the read-only database.  Note that there is no database relationship between the read-only reference data, and the database objects in the staging area; that is, database integrity is suspended for the staging area schema.   Figure 3 illustrates this concept. 
[bookmark: _Ref160867177]This introduces a small window during which a race condition may occur.  For example, a change in the reference data (e.g., a value is deprecated, but still used) may make a facility profile ‘stale’, since the value a user may wish to select may no longer be available in a pick list (based on ‘current’ reference data) to be used in a field in the staging area[footnoteRef:9].  This window is small and unlikely to occur during normal operations, as reference data is not expected to change very often. [9:  Use of the deprecated value in the facility profile will not cause the facility profile to fail validation;  although deprecated, that value is still valid for use.] 

Multiple Schemas
The data store organization illustrated in Figure 2 and Figure 3 requires the external portal to access multiple schemas:  the STARS2 schema reflected in the RCU / external read-only data store and the slightly different schema reflected in the staging area[footnoteRef:10].   To accommodate this scenario, references to data in the DMZ database(s) must be qualified to indicate which schema applies.  STARS2 accomplishes this using a parameter specified as part of the system configuration[footnoteRef:11].    	 [10:  For simplicity sake, we have not included the Core Lite databases in Figure 3 however, we believe a similar circumstance exists between the Core Lite staging area and its Read-only instance. ]  [11:  See Section 5.4 for discussion of how Data Modeling is impacted by the multiple schema paradigm.] 



[bookmark: _Ref161482159][bookmark: _Toc203908863]Figure 3: Multiple Schema Paradigm 
Since all RCU submissions are validated before being accepted and stored in the DAPC/STARS2 internal database, a submission will fail validation (noting the cause of the failure) in the very unlikely event that a user change causes a problem in this respect.
[bookmark: _Ref160861970]Data Synchronization
The internal database utilizes Oracle STREAMS to assure that RCUs have the most recent “official” data available in the ‘public’ read-only database.  Event-based data transfer (where the event is normally a ‘submit’ action on the part of the RCU) governs the movement of data from the DMZ database to the DAPC internal database.   When a RCU submits[footnoteRef:12] anything, the data is validated and stored in the internal database, and then the read-only copy of the data in the DMZ is immediately updated on the basis of the submission.   [12:  We present here a very simplistic view of the ‘submit’ operation, which is covered in greater detail in Section 6.  ] 

Some RCU operations are associated with the “current” Facility Profile[footnoteRef:13].  As described in Figure 3, when any such operation is initiated, STARS2 copies the current Facility Profile to the staging area, and ‘opens’ it for edit.  However, the ‘open’ Facility Profile is not locked.  That is, any new operation that begins in the staging area will be associated with the same ‘current’ Facility Profile, and any and all operations associated with that profile version may modify it for their own purposes.  In the meantime, the, ‘current’ facility profile in the internal system can be modified by internal personnel.  Internal DAPC users have no visibility into operations and changes that may be happening in the DMZ staging area; nor are any changes in the internal database reflected in facility profile versions that have been copied to the staging area; no updates from the internal system will affect what's in the staging area.   [13:  By the time a user reaches STARS2 operations, their activities will always be limited to a single facility.] 

Upon an RCU’s submission of a profile or an object with an associated profile, the submitted profile overwrites the ‘current profile’ in the internal database anytime the two are not identical profile versions.  Effectively, this implements a “last writer wins” scenario.
This separation between the database in which the RCUs work on permit applications and emissions reports (in the DMZ) and the internal database used to support DAPC operations highlights the possibility of data becoming out-of-sync between the staging area and the “official” data.  To minimize this risk, STARS2 permits only one version of the ‘current’ facility profile to be ‘out for edit’ at any time.  Therefore, any other service that commences for that facility in the DMZ (i.e., initiated by RCUs) before the initial service is completed (i.e., submitted) will ‘share’ the version of the facility profile already ‘out for edit’.  
STARS2 manages multiple operations referencing the same ‘current’ Facility Profile using a reference count, as shown in Figure 4[footnoteRef:14], which illustrates the following sequence of operations:  [14:  This figure is best viewed in color.] 

[bookmark: _Ref161652303]When this sequence of events commences, fp0  is the ‘current’ Facility Profile for the subject facility.  This profile already exists in both the DAPC internal database, and also in the read-only database in the DMZ, having been copied there by the Oracle STREAMS mechanism when it became ‘current’.  
The following actions occur as part of these operations[footnoteRef:15]: [15:  In this example, STARS2 refers to the internal STARS2 system; Air Services system refers to the STARS2 portal or external STARS2 system.] 

A. RCU logs on to the Air Services system via the OEPA Web Portal, and accesses a service to create a new Air Permit Application;  
Air Services system (i.e., STARS2 Portal)
· Reads the ‘current’ Facility Profile, fp0 from the DMZ Read-only database and writes (i.e., makes a copy of it) in the DMZ Staging area for the facility.  
(This Facility Profile copy is editable by this or any other user associated with the facility.) 
· Creates a new Permit Application object in the DMZ.
· Associates the new Permit Application object with fp0.
· Sets the Reference count for fp0 = 1.
B. [bookmark: _Ref161727239][Same or different] RCU for the same facility logs on and accesses Air Services system to enter a currently-due Emissions Report for the facility;  
Air Services system
· Determines that there is already an editable copy of the Facility Profile in the staging area.
· Creates a new Emissions Report object.
· Associates the new Emissions Report object with fp0.
· Sets the Reference count for fp0 = 2.
C. [bookmark: _Ref161726236]DAPC user logs onto the internal web portal, accesses STARS2 and makes a change to the facility configuration (e.g., swap a piece of control equipment);   
STARS2
· Makes an archive copy of fp0 ,  and sets its ‘end time’, thereby indicating that it is ‘timed out’.  
· Modifies the ‘current’ Facility Profile (identified as fpC in Figure 4 (to indicate its association with this, action C) in the DAPC database.  
Oracle STREAMS mechanism 
· Copies profile fpC to DMZ Read-only database as ‘current’.
· The facility profile fp0 in the staging area is NOT updated to reflect changes made at this step, and its reference count remains 2.   However, since it is already open for edit, any other new operations that may be initiated by the RCU will still be associated with that profile (fp0) rather than with the profile that is now ‘current’.  Any such operations would increase the reference count for fp0.
D. RCU completes and submits the Permit Application started in step 0; 
Air Services system
· Packages the submission, including the facility profile associated with the Permit Application (identified as fpD in Figure 4) and transmits it through ITS submit and receive services to STARS2 (Internal).
· If none of the active operations in the staging area modified fp0, then fpD will be identical to fp0;  if fp0 has been modified, then they will not be the same.  In either case, though, fpD will be different from ‘current’, (now fpC as a result of the DAPC modification described in step C).
STARS2 
· Makes an archive copy of fpC.  
· Overwrites ‘current’ fpC with fpD, which then becomes ‘current’.
Air Services system
· Receives a ‘success’ indicator from STARS2 (Internal) indicating that the submission has passed validation and has been stored in the DAPC Internal database.
· Sets the Reference count for the ‘open’ facility profile in the staging area to 1, indicating that there is still one object (the Emissions Report created in step B) associated with this profile.
· Cleans up (or flags for later clean-up) the Permit Application and its association with the facility profile in the staging area.
Oracle STREAMS
· Copies this profile, fpD, to DMZ Read-only database as ‘current’.  





[bookmark: _Ref188777344][bookmark: _Toc203908864]Figure 4: Use of Reference Count to manage Facility Profiles in Staging Area

Another accommodation to minimize the window of opportunity for race conditions to occur is that STARS2 will only support delegation of authority at the facility level NOT at the task level.  In other words, someone with delegated authority[footnoteRef:16] (and access to the facility’s PIN) has permission to submit any data outstanding for that facility while they hold the delegation. This effectively decreases the risk of conflicting changes being made on different tasks representing different operations or services associated with the same facility profile version.   The option is available to the RCUs (and to DAPC) for RCUs to delegate authority to DAPC personnel to make necessary changes in the staging area, via the external OEPA web portal.  Following such a procedure eliminates the possibility for changes made by a RCU to overwrite DAPC updates made internally. [16:   There are two levels of ‘authorization’ available to RCUs: 1) save, but not submit, and 2) submit.  See Section 6 for further discussion of how this is handled.  ] 

Note that most submissions from the portal will include an associated facility profile version, whether or not there is a change to the facility profile for the submitted artifact. 
[bookmark: sw_arch][bookmark: _Ref137529179][bookmark: _Toc203908696][bookmark: _Ref137530100]Software Architecture 
[bookmark: _Toc203908697]Overview
Flexibility, simplicity, and cost effectiveness are the watchwords of the STARS2 software architecture.  The clearly layered, thin client, multi-tier architecture illustrated in Figure 5 supports a solution based on Object Oriented Analysis and Design (OOA/D) precepts.  This solution provides the software framework to support all of DAPC’s infrastructure and operational requirements. 

 

[bookmark: _Ref79490726][bookmark: _Toc81012990][bookmark: _Toc90364006][bookmark: _Toc94612520][bookmark: _Toc95046208][bookmark: _Toc160867755][bookmark: _Toc203908865]Figure 5: Application Framework Architecture

Figure 6 illustrates application of the generalized software architecture shown above to the DAPC environment in general and to the STARS2 system specifically.
[bookmark: _Toc203908698]WEB Framework
The STARS2 architecture illustrated above employs a J2EE-compliant container that provides a standards-based application server platform that facilitates the development of enterprise applications.  Such containers support Enterprise Java Beans (EJBs) and manage their life cycle as well as supporting J2EE-compliant web applications.  EJB components are used to implement mid-tier business logic for enterprise applications such as STARS2.   EJB containers handle transactions, security, database connection pooling and concurrency on behalf of the application, thus simplifying the application developers’ job.  The EJBs are business facades, while business logic resides in STARS2 Business Objects (BOs). 
STARS2 will use BEA WebLogic, hereinafter referred to simply as WebLogic, in its production environment.  This facilitates STARS2’s integration with other divisions within the agency from an IT perspective.  As an integrated platform for building, extending, integrating, deploying and managing applications, WebLogic facilitates the integration of resources and tools.  For applications like STARS2 that are deployed to J2EE containers such as WebLogic, the container facilitates the development, packaging, distribution and installation of enterprise applications[footnoteRef:17]. [17:  STARS2 can use either WebLogic or tomcat for this container logic.  In order to optimize developer productivity, we employ tomcat (rather than WebLogic) in the development environment.] 

STARS2 also uses the web application support in WebLogic, primarily for session management.  That is, the container handles the details of the stateless HTTP protocol that handles communication between the user and the STARS2 system.  WebLogic creates, tracks and maintains web sessions between a user and the system.  It abstracts the concept of a user session, allowing the application to store and retrieve information from the session.  
As illustrated in Figure 6, the lower layers of this framework (i.e., Application Layer Business Objects (BOs), Data Abstraction Layer Data Access Objects (DAOs), Data Store, System SW/Hardware) are also shared with the sectors of the system that are not accessed via the web; that is, daemons, tools and client-resident GUIs.  This sharing follows the STARS2 design principles of modularity, separation of concerns and coding for re-use.



[bookmark: _Ref138502711][bookmark: _Toc160867756][bookmark: _Toc203908866]Figure 6: STARS2 Software Architecture
The web-based Application Framework identified in Figure 5 and Figure 6 supports the full range of applications that the DAPC needs to manage its operations, including but not limited to, Data Entry, Permit Creation and Modification, Permit Processing (i.e. workflow), External Correspondence, Billing/Invoice Management, Data Analysis and Reporting.  STARS2 integrates into the Ohio EPA portal infrastructure via links to STARS2 services in the OEPA menus. The OEPA portal provides branding and other common services in a manner consistent across the agency.  Once navigating to the STARS2 services, RCUs will encounter the input screens as well as the ability to track permit processing tasks for their in-process work.
Two distinct software applications comprise the STARS2 “system”, each servicing a different user community via a different interface.  Members of the regulated community (i.e., those representing the facilities that apply for permits and submit emissions reports) use the services provided by STARS2 via the Ohio EPA Web Portal to prepare and submit permit applications and emissions reports as required by law, including any document attachments to them.  Using the internal UNICON-provided software application, DAPC personnel, both in the field and in the central office, will use STARS2 to process permit applications as well as periodic emissions reports for Ohio EPA with respect to air pollution sources in facilities across the state, as well as to access data in the form of reports that aid in the operation of the Division and the Agency.  
[bookmark: _Ref194409399][bookmark: _Toc203908699]Business Objects
[bookmark: _Ref136234531][bookmark: _Ref136250286][bookmark: _Ref136250299]The Application Layer is made up of Business Objects, a standard object-oriented pattern used to promote re-use and encapsulate business logic.  These objects are implementation-specific and contain all the business logic required to perform the business tasks in an application.  Business Objects abstract business logic from the presentation layer, and create a separation of concerns.  Business Objects’ inclusion in a separate tier of the architecture permits greater re-use by the Interface layer.  The Business Objects also serve to increase the scalability of the overall application.  
The initial release of STARS2 includes the following Business Object classes:
· BaseBO – the Business Object from which all other Business Objects are derived.
· AnalysisBO – includes one method for each Autonomous Analysis in STARS2.  Each runs regularly via a scheduled job via the Quartz Scheduler.  For the most part these analyses identify permits or facilities for which action is required.
· ApplicationBO – contains methods and business logic that access and manipulate Permit Applications and other permit-related Requests (e.g., PBR Notification, Request for Administrative Permit Modification, Request of Permit Revocation, etc.) and the components that comprise them.
· ComplianceReportBO – business object for creating, storing and loading and managing compliance report objects, including reported compliance deviations.
· CorrespondenceBO – manages correspondence objects, as a special case within the Document Management paradigm.  Includes business logic for the various correspondence types that the system currently supports
· DelegationRequestBO – manages requests for Delegation of Responsibility (DOR)
· DocumentBO –  provides general document management capability (common to all types of documents)
· EmissionsReportBO –methods and business logic that access, store and manipulate Emissions Reports
· FacilityBO – methods and business logic that access, store and manipulate Facilities objects, including accessing and managing component objects such as Emissions Units, Control Equipment and Egress Points; provides historical data management.
· GenericIssuanceBO – methods and business logic that handle common ‘issuance’ capabilities (across all issuance stages)
· InfrastructureBO – business object that provides infrastructure capabilities to other objects and operations in the system
· PermitBO – contains methods and business logic that access and manipulate Permit objects
· PortalClientBO – contains methods and business logic related to the Portal
· RelocateRequestsBO – manages Intent to Relocate (ITR) requests
· ReportsBO – contains methods and business logic that access and manipulate Emissions Reports objects
· WorkflowBO – contains methods and business logic that access and manipulate workflows, including workflow tasks and workflow processes
The business logic applied to various objects during STARS2 processing is, for the most part, implemented (and to some extent documented) in functions within these files.
[bookmark: _Toc203908700]Data Access Objects
The data abstraction layer is implemented using the Data Access Objects pattern or DAOs.  DAOs are a common pattern used in multi-tiered architectures.  DAOs abstract the type of data store used, and give application developers a consistent interface for data access.  Another benefit of the DAO approach is that queries can be optimized to improve performance and better use the benefits of a modern relational database. DAOs provide further separation of concerns, a high level of reuse, and greater scalability for the overall application.
A complete discussion of DAOs and the data objects they manipulate may be found in Section 5 beginning on page 39 of this document
[bookmark: _Toc203908701][bookmark: _Ref159734570]Third-Party Libraries & Java Components
Java Server Faces
STARS2 uses the Java Server Faces (JSF) specification, its MyFaces implementation and compatible libraries to build presentation-oriented components that facilitate the user interface for both DAPC users and RCUs.  MyFaces is an industry standard, open source solution with extensive documentation available.  It is robust and highly reliable.  More and more JSF components are becoming available.  
Since JSF is a specification, JSF implementations and components from different vendors can be mixed and matched, providing flexibility in this area going forward.
ADF
Recently, Oracle has turned over a JSF-compliant library of user interface components (ADF) to Apache.  STARS2 makes extensive use of this library[footnoteRef:18].  [18:  Apache is re-naming ADF; the library will be known as Trinidad.] 

Tomahawk
STARS2 also makes use of Jakarta’s Tomahawk Open Source JSF-compliant library, available through Apache.  Tomahawk provides a series of JSF components that augment the MyFaces JSF implementation. These components are compatible with any other JSF 1.1 compatible implementation.
jFreeChart
JFreeChart is an Open Source Java chart library that makes it easy for developers to display professional quality charts in their applications.  STARS2 uses this tool to render its graphic charts and diagrams.   JFreeChart includes a well-documented API that supports a wide range of chart types.  It is easy to extend.
log4j
Logging provides the developer with detailed context for application failures.  log4j is the Open Source Java-based logging utility STARS2 employs for exception handling and logging of internal operations.  It is used primarily as a debugging tool.  It is currently a project of Apache Software Foundation.  
With log4j it is possible to enable logging at runtime without modifying the application binary. The log4j package is designed so that logging statements can remain in production code without incurring a heavy performance cost. Editing a configuration file, without touching the application binary, can control logging behavior.
Jasper Reports
Jasper Reports is a rich, high-performance, and report development and execution product for developers and end-users. It is an open source interactive report writer available from SourceForge.net [15].    It consists of a powerful graphical report design tool, and a comprehensive XML-based report definition and execution library.  It helps users define and create page oriented, ready to print documents in a simple and flexible manner. Jasper Reports uses the ireport tools to define the reports it generates.
Quartz Enterprise Job Scheduler
Quartz is the open-source Scheduler that STARS2 uses.  The product provides both an engine component and an API which STARS2 uses to run predefined autonomous processes that may be scheduled to run on the basis of time, data, or business rules.  That is, either simple triggers or complex triggers may be associated with each event. [12].  The Quartz engine has been integrated into the UNICON component framework.   
Quartz parameters are defined in the quartz.properties to control aspects of Quartz operational behavior, as well as parameters in app.xml that cause the Quartz scheduler to start automatically whenever the STARS2 application comes up.  STARS2 employs DB-based event storage[footnoteRef:19] in order to support event persistence.  In this application Quartz runs clustered since we assume that multiple instances of the application may run on multiple J2EE containers. [19:  Quartz also supports RAM-based event storage.e] 

The Quartz scheduler runs the execute() method of pre-defined autonomous processes[footnoteRef:20] that may be configured via the Quartz Enterprise Job Scheduler.  Both the Quartz server/engine component and its API are used to communicate with STARS2 to schedule and execute tasks associated with events.   [20:  Autonomous Analysis processes, a document cleanup daemon, etc.] 

Quartz stores jobs in the STARS2 database where they persist until they expire or are removed.  When a job is created, the user establishes an association between the job and a Java class, which implements the execute( ) method of the Quartz Enterprise Job Scheduler.   Each scheduled event must have a Java class associated with it.  The scheduler classes must implement the Quartz Enterprise Job Scheduler interface, in particular, its execute() method.  This method will be called when the event is invoked; it method does whatever is required to be done by the event.
JbcParser3_3
Developers invoke this class of classes to parse and evaluate expressions.  Specifically, STARS2 uses these utilities in its evaluation of formulas that the FIRE database provides with respect to calculating emissions.
Ostermiller’s CSV Component
Ostermiller’s CSV component contains some additional capabilities beyond the standard String ‘split()’ function.  STARS2 import utilities make use of it.  More information about it is available at http://ostermiller.org/utils/CSV.html.  
Oracle Help for the Web
Oracle Help for the Web (OHW) is a package distributed without charge by Oracle Corporation to provide an infrastructure for potentially context-sensitive on-line help for web-based applications that employs an Oracle database.  The package is an extension of an earlier on-line help support package, Oracle Help for Java (OHJ), which provides help in a different non-web format.
On the basis of developer -supplied control and topic files as well as OHW-supplied utilities (run manually) OHW manages the universe of ‘help’ in a manner that allows modification and augmentation without requiring the application itself to be re-build and/or re-deployed.  OHW is built as a separate package and runs outside the application with which it is associated.  It can run on the same server as the application or a different server.
Oracle also offers a demonstration package using OHW itself to illustrate the capabilities that the package includes.
Section 27.9 describes the implementation of OHW for context-sensitive as well as context-independent on-line help for Stars2, while the STARS2 System Administration Guide [12] discusses the administration of the package and management of its source and control files on an on-going basis.
[bookmark: _Ref162157465][bookmark: _Toc203908702]Configuration Management
configMgr
STARS2 runs a singleton process known as the Configuration Manager (configMgr) that loads, parses and caches XML configuration files that affect many of the STARS2 operations.  These include 
src/configuration/app/queries/*.xml
These files define the SQL queries used throughout STARS2 for data retrieval.
src/configuration/app.xml
This general configuration file defines parameters affecting the STARS2 application, including
Basic system-wide parameters such as application name, EPA Portal location, etc.
Flags to run/not run various stand-alone pieces of STARS2 such as the Workflow Engine and the Scheduler
Parameters specifying the database to which application attaches
src/configuration/app/*.xml
This directory houses specific configuration files including
dao.xml – provides the mapping between DAO class names and their implementation classes; for STARS2, the SQL implementation classes are provided.
definitions.xml – provides the specifications and flags that control the reference data tables that are available in the System Administration interface. 
params.xml – defines name-value pairs for parameters used by one or more STARS2 sub-system 
*.properties 
quartz.properties – name-value pairs defining configuration parameters for the Quartz Scheduler.
log4j.properties - name-value pairs defining configuration parameters for the logger
[bookmark: _Ref136234542][bookmark: _Ref137529990][bookmark: _Ref160537028][bookmark: _Toc203908703]Data Modeling
From a design standpoint, data for a system such as STARS2 may be organized according to an object model (OM) from which the database model (DM) is derived; or, it may be organized according to a [relational] database model, from which the object model is derived.  STARS2 employs the latter approach.  As a result, STARS2 conceptual objects can (and often will) contain instances of one or more smaller and/or related objects.  Although they are often similar in organization, there is not necessarily a one-to-one relationship between the logical objects (described by way of the classes from which they derive) and tables in the STARS2 database, discussed in Section 14.  The attributes of a given object may be contained in multiple database tables.    An object may be an aggregate of data items gleaned from multiple database tables.  At the same time, specific data items may be attributes of multiple objects.  An object is represented in STARS2 as the instantiation of a java class.   The object-to-relational mapping is accomplished via DAO patterns, employing hand-coded SQL statements[footnoteRef:21]. [21:  Other alternatives, including using Hibernate, and/or hard-coding the SQL statements (without the use of DAO patterns) were considered. The DAO pattern approach was selected to be consistent with the ITS paradigm. ] 

[bookmark: _Toc203908704][bookmark: _Ref136935640][bookmark: _Ref136935660][bookmark: _Ref136406879]Object Retrieval
STARS2 does two types of object retrieval:  lightweight or shallow, and deep.  Shallow retrievals are used to populate lists of objects, where only basic, high-level information about each object is to be made available.  Often these lists are the result of filtered searches for various types of objects, such as facilities, applications, permits or emissions reports.  In this case, only the ‘top’ level object is retrieved, and all of the attributes displayed are part of this object.  Such retrievals are pragmatic and efficient, in that they only access the data that is needed at that level of inquiry.  
When a single instance of any complex object is retrieved (for example, user selects a facility ID from a data grid containing a number of facilities), STARS2 does a ‘deep’ retrieval, retrieving not only the ‘top’ level object but all the related on the basis of the relationship, that is, all the objects with a ‘has a’ relationship to the ‘top’ level object.  For example, a ‘deep’ retrieval of a facility object would retrieve not only the facility level data, but also the data about each emissions unit, their associated control units and/or egress points, contacts associated with the facility, any attachments associated with the facility object, etc.  
[bookmark: _Ref150851206][bookmark: _Toc203908705]Data Object Manipulation
Data access objects (DAOs) control the application’s access to the data stored in the database.  The foundation for each data access object in STARS2 is a per-functional-data-object-group interface class plus a base implementation class from which data store-specific implementations are derived.[footnoteRef:22]  For example, two DAOs, permitDAO and documentDAO, are defined to access data in the conceptual ‘Permit’ object, which, accesses other data objects. [22:  In fact, there is also a base interface class in system.  However, it, along with several other components and some methods, are provided only to support application portability  to non-EJB environments; they will not be used in the STARS2 implementation..] 

This separation of the DAO interface from its implementation makes it easier to port the DAOs to systems using different data stores.  For STARS2 we will develop the Oracle 10g SQL implementations.  Future upgrades of Oracle (or movement to a different database technology) may necessitate changes to the implementation classes, but will not impact any other code in the system. 
STARS2 includes a DAOFactory class that maps each interface class as described above to its appropriate implementation class.  The system guarantees that there is exactly one DAOFactory object in the system, which is instantiated the first time it is accessed.  It populates a cache that provides an interface-to-implementation mapping for DAO objects on the basis of the dao.xml file referenced in Section 4.6.  This class has no set methods; i.e., it is read-only from the point of view of its users.

[bookmark: _Toc160867759][bookmark: _Toc203908867]Figure 7: DAOFactory Class - a Singleton[footnoteRef:23] [23:  A componentManager class manages DAOFactory and all other singleton objects in the system.] 

Interface DAOs define methods to create(), retrieve(), search(), update() and delete() for the objects it references.  
All implementation DAOs are derived from the AbstractDAO class shown below, which sets up the DAO pattern used throughout the system.  AbstractDAO is a base class, containing helper methods that provide common functionality for all implementation DAOs derived from it.  It is illustrated in Figure 8.

[bookmark: _Ref136766227][bookmark: _Toc160867760][bookmark: _Toc203908868]Figure 8:  AbstractDAO Base Class
Note the methods related to connection handling.  One of the primary motivations for developing this base class is to enforce and standardize connection and exception handling across all DAOs manipulating database objects (see Section 5.3 below).  AbstractDAO helper methods also safely handle cases where the Java resultSet returns “0” for nulls.  
As an example of the use of the DAO pattern in the definition of other DAOs, we show the evolving PermitDAO interface class in Figure 9 below:

[bookmark: _Ref160536779][bookmark: _Toc160867761][bookmark: _Toc203908869]Figure 9:  PermitDAO Interface Class Definition
[bookmark: _Ref138487855][bookmark: _Toc203908706]Database Connectivity
STARS2 includes two classes that deal with database connectivity. A single ConnectionManager class abstracts the details of where the database connections actually come from.  It simply supplies a database connection to the application. That is, self-managed or J2EE-managed connection pools assure that all database connections are used efficiently.  .
In addition, the ConnectionHandler object is instantiated for each database call and goes away when the call is completed (i.e., requested operation has been performed).  It abstracts the lifecycle of database connections, ensuring that they are closed appropriately.   

[bookmark: _Toc160867762][bookmark: _Toc203908870]Figure 10: ConnectionHandler Class
[bookmark: _Ref162074342][bookmark: _Ref162074367][bookmark: _Toc203908707][bookmark: _Ref147225125]Implications of Multiple Schemas
As described in Section 5.2, the primary DAO retrieval method employed by the DAOFactory to retrieve a DAO method, getDAO (String daoName), does not support the multi-schema paradigm described in Section 5.2.   In order to accommodate it, we define a schema qualifier as well as a second retrieval method, 
getDAO (String daoName, String schemaQualifier). 
This method still returns a DAO, but it also sets the schemaQualifier in the DAO, which the DAO will use on every SQL statement that it executes.
Initially, the system will support two schemas:  the default schema and the “staging” schema.  Schemas other than the default schema are defined in the app.xml file by specifying schema qualifiers between the <Schemas> tags.  For example:
   <Schemas>
	<Staging name=”staging”>
   </Schemas>  
The tag name is the schemaQualifier that gets passed to the getDAO(String, String) method.  The schema name should not contain a “.”; the DAO handles inserting the “.”  between the schema qualifier and the table name(s).  
The SQL strings that access multiple schemas require an additional tag in front of the table names to identify the schema to be accessed.   For example:
SELECT * FROM %Schema%fp_facility ff WHERE fp_id = ?
where %Schema% is the schema tag that the DAOs will key from when replacing it with the actual schema qualifier.  Note that there is no “.” between the tag and the table name; the “.” is assumed and the DAOs handle its insertion.
[bookmark: _Ref150858092][bookmark: _Toc203908708]Metadata
Types of Metadata
Metadata is customer-defined data associated with some entity in the system.  STARS2 supports the definition of metadata for
Workflow Relevant Data (WRD)
WRD may be specified in the course of defining the steps in a workflow that describe the tasks that take place in the execution of a service requested by an end-user.  Metadata describes data elements specific to a workflow that the user executing the workflow can, and in most cases must, supply before the associated workflow task can be considered completed.  WRD is defined during the definition of a workflow template; the values for this data are specified during the execution of a workflow instance.
Control Equipment characteristics
Some attributes apply to all manner of control equipment; however, some apply only to certain types of equipment.  That is, different data items may need to be specified for different types of Control Equipment.  For example, ‘Scrubber type’ would be an appropriate attribute for a Wet Scrubber, but not for a Baghouse.  Conversely, Pressure type might be applicable for Baghouses, but not for Wet Scrubbers. Control Equipment metadata is defined during the specification of a Control Equipment type.  Its values are used to distinguish among different instances of the equipment.  
Metadata Specification
Regardless of the applicability of metadata (i.e., WRD or Control Equipment), the user navigates a similar process in defining metadata attributes.  Metadata is defined as a ‘name’, with an associated data type and specification of the units in which it is measured/specified, and optionally a value range, default value and/or other criteria that can be used to validate the data values that the user enters into the field. Once populated, values assigned to metadata fields persist in the database.  
STARS2 supports at least the following data types[footnoteRef:24] for metadata: [24:  The full set of supported data types is specified in the DD_DATA_TYPE_DEF reference data table in the STARS2 database.] 

Integer
Float
String (i.e., text)
Note
Enumerated data type 
The data types associate a screen presentation with the data element, as well as providing a mechanism through which units (where applicable) default values, valid range or values variables and other validity information for the field.  Enumerated data types (ENUM) support the capability of offering pull-down menus for completing those fields.  Some are pre-defined within the system, for example, YES/NO, POSITIVE/NEGATIVE.  Others may be defined during the course of designating WRD or Control Equipment metadata, as long as there are no operations dependent upon the newly defined type, or its values.[footnoteRef:25] [25:  If there are operational dependencies, new enumerated types may still be defined, but the system will require additional code change(s) to implement the operations.  ] 

[bookmark: _Ref147121437][bookmark: _Ref147121855]Metadata characteristics (e.g., data type, default value, flags indicating whether data is read-only, user visible, and/or required)  is stored in the STARS2 database in Detail Data (dd_) sub-model tables, as are metadata values.  
Sections 18.2.2 and 27.5 respectively describe the procedure for defining WRD metadata and Control Equipment metadata.

[bookmark: e_portal][bookmark: _Ref148771746][bookmark: _Toc203908709]Ohio EPA e-Business Center Portal Integration
STARS2[footnoteRef:26] access for Regulated Community Users is via the Ohio EPA e-Business Center web portal (hereinafter referred to as “the portal”), which is under the control of the ITS organization.  ITS owns and maintains the portal.   We include information about the portal navigation here to describe how STARS2 services integrate into the portal interface. [26:  Note that the term ‘Stars2’ should never appear to the external user.  Instead, the external Stars2 system will be referred to as e-Business Center  Air Services.] 

The portal provides initial navigation, login, authentication, generic staging services, virus scanning and submit services.  It also provides a set of APIs which divisions such as DAPC may employ to integrate regulated community users’ requests for services into the portal interface, thereby providing division-specific services to the RCUs using the common agency-wide interface. Furthermore, all access to all production databases is via ITS-provided EJBs.  
In addition, ITS owns and maintains several relevant processes, some manual and outside portal control, including but not limited to 
· PIN acquisition and maintenance for all user facilities across all divisions in the agency
· Any processing required for meeting the legal needs of the agency, such as CROMERR. 
In this section we reflect our understanding of the scope and operation of the services the ITS portal will provide as well as the general interface between the portal and the STARS2 services.   Division- specific services can be restricted based on the policy of each particular agency.  We confine ourselves here to the integration and interaction between the external portal and the STARS2 application only. It is included here to validate our assumptions and understanding of how STARS2 will interface with RCUs through the portal.  
[bookmark: _Ref162949780][bookmark: _Toc203908710]Core Lite
The ITS-maintained Core Lite stores information for all facilities that do business with the Ohio EPA.  This includes a Core Place ID and very basic information about the facility, collectively known as the Core Profile.  A facility’s initial STARS2 facility profile is associated with the Core Profile for that facility only through the Core Place ID stored within it.   
Selected tables in the Core Lite database are partitioned by agency.  Once a STARS2 user or facility becomes active within STARS2, any changes to this subset of Core data that may be entered through STARS2 may be communicated back to Core Lite, but will be identifiable as having come from STARS2.  Core Lite associates any such changes with a ‘source’ variable value; in our case, “Stars2”.  This assures that Core data values established by DAPC cannot be overwritten by data from another division.    Examples of such data include facility address and telephone number which may be reported differently via different OEPA systems.  
[bookmark: _Ref162170448][bookmark: _Toc203908711]Service Access For RCUs[footnoteRef:27] [27:  Initial navigation/STARS2 access for DAPC users is covered in Section 15.2.] 

“Greenfield” facilities
A “greenfield” facility is one that has no previous regulatory or other relationship with the Ohio EPA that required the EPA to maintain data on the facility.  In this case, a RCU may self-register using the publicly accessible Ohio EPA web portal.  Such registration allows the user to acquire a self-defined login.  
With this level of authentication a user has access to limited capabilities, including the ability to create a [new] Core profile, Air profile, or Air permit application.  Users may also modify any data they may have created in a previous session.  Since this case presumes that there is no data (in Core Lite or STARS2) associated with the facility in question, this user has no visibility into existing Core or STARS2 data.
Although air services are available (i.e., there are ‘buttons’ to Create/Update Air Facility, as well as to Create a Permit Application, etc.), any such operations simply create datasets in the DMZ staging area; users name these, also referred to as ‘tasks’, in a manner that will be recognizable to them in later sessions.   These operations cannot be completed (i.e., submitted) without Service Access authentication (i.e., acquisition of a PIN) or delegation of authority from a facility’s responsible party[footnoteRef:28].   [28:  The storage and logical representation of objects, and therefore datasets, within the staging area is left up to each division.] 

Facility Reconciliation Through the PIN Acquisition Process
The portal registration and manual PIN acquisition and facility reconciliation processes are totally within the purview of ITS.  These occur outside DAPC with non-DAPC resources.  
Through the PIN acquisition process, ITS certifies that “you are who you say you are AND you are the responsible party for a given facility”[footnoteRef:29].   A facility must have been successfully reconciled and a user authenticated before they may access and /or modify any existing [DAPC] data associated with that facility (or delegate that privilege to anyone else).  As described above, users associated with greenfield facilities may self-register and prepare information for DAPC (and other divisions) before this point, but DAPC (and ITS) require a PIN to submit any request via the portal.   [29:  A facility may have more than one responsible party designated, therefore implying that more than one PIN may be used to submit requests on its behalf.] 

The Core Facility Reconciliation process returns a unique Core Place ID associated with the represented facility.  Once successfully reconciled, the Core Place ID is “official” and does not change.  OEPA communicates this Core Place ID, as well as the PIN and the set of services to which the user has been granted access, directly to the facility for which the PIN application was submitted.  If a Core Place ID is assigned after work has already been done (in the DMZ staging area - see Section 3), but before facility reconciliation and/or PIN assignment has been completed, an automated process replaces the temporary Core Place ID used in tasks in the DMZ with the ‘permanent’ Core Place ID acquired or assigned during reconciliation/PIN assignment.  
Existing facilities
Initially, one or more “responsible parties” may be fully authenticated (i.e., granted a PIN, along with ‘submit’ authority) for a facility.  These users may ‘delegate’ authority to others at one of two levels:
· Preparer:  this user may access all DAPC services available from the external OEPA web portal.  They may prepare permit applications, emissions reports, PBR notifications and all other available services.  However, they may not submit any of these requests.
· Submitter:  this user has all the authority of a ‘preparer’ as well as authority to submit requests.
When portal code invokes STARS2 services, the portal passes STARS2 information as to the identity of the user, as well as his/her level of authentication and an indication of the facility within which the user intends to operate for the current session.  On the basis of this information, STARS2 renders (or hides) the ‘Submit’ button where appropriate.  In the event that the user has submit authority, he or she may also delegate responsibility at either of the two levels to anyone on behalf of the facility.
[bookmark: _Ref162334354][bookmark: _Ref148156859]RCUs’ EPA Portal-to-STARS2  Navigation
All external users will access air services via the Ohio EPA external portal.  The initial login screen will look something like this:

[bookmark: _Toc203908871]Figure 11: Ohio EPA Portal Login Screen
Once logged in, the user will be directed to a screen associated with the facility or facilities for which he/she is authorized.[footnoteRef:30]  The base facility-specific screen includes a ‘My Tasks’ list, which lists the EPA tasks in process for that user, each of which corresponds to a set of data.  In addition menus offer various services.  Both the base screen and this task list reflect agency-wide activity; that is, it may include service offerings as well as in-process tasks for all EPA divisions for which the user is authenticated, including but not limited to DAPC. [30:  If the user is associated with multiple facilities, the system presents a list of those facilities from which the user selects the one he wishes to access/work on.  ] 


[bookmark: _Toc203908872]Figure 12: Ohio EPA e-Business Center Home Page

The user can reach STARS2 via an appropriate tab, or by selecting a task associated with a DAPC service from their task list.  Figure 13 illustrates each of the access paths and the resulting STARS2 screen., a user’s ‘home page’ with respect to STARS2 and air services.  Regardless of the navigation path, the [Air] Home and Current Profile tabs will always be available.  Other tabs will be rendered according to the users’ current workload, with one tab representing each dataset/activity -in-progress.  The user specifies the tab labels; when they initially ‘save’ work-in-progress, they are prompted for a name (hopefully, one they will recognize in the future) that will become the task or dataset name, and also the label on the associated tab on the STARS2 screens.


[bookmark: _Ref160877071][bookmark: _Toc203908873]Figure 13: Ohio EPA Portal -to-STARS2 Navigation

Air Service Access Summary
Table 2 summarizes the major ‘steps’ for air service access via the Ohio EPA portal, calling out differences between the process for existing and new (greenfield) facilities.
[bookmark: _Ref161741556][bookmark: _Ref162170523][bookmark: _Ref162170543][bookmark: _Toc203908843]Table 2: Air Service Access Summary
	Who
	Greenfield Facility
	Existing Facility

	RCU
	Create / acquire login
	Log in

	Portal Framework
	Create Core Lite profile (including assignment of [possibly temporary] Core Place ID from data supplied by RCU
	

	ITS
	Implement scheme to identify data sets RCU may create, edit and save
	

	RCU
	Request air services (create / modify newly created data only) OR access work-in-progress for [single facility]
	Request air services OR access work-in-progress for [single facility]

	RCU
	Initiate PIN Acquisition & Facility Reconciliation process
	

	ITS
	Perform Facility Reconciliation, Evaluate PIN application.
When successful, return Core Place ID, PIN, Service access/authorization to applicant.  
	

	RCU
	Work on initiated work in staging area as needed, to completion

	RCU
	Submit completed work

	STARS2
	Display appropriate attestations; request, accept PIN (which STARS2 then passes to the Portal Framework)

	Portal Framework
	Validate PIN; assemble package for transmission & transmit to STARS2



All users, whether external (Regulated Community Users) or internal (DAPC users) access STARS2 via the Ohio EPA Agency web portal.  However, these classes of users each have a different entry point into the portal, and consequently a different navigation path to STARS2 functionality.
[bookmark: _Ref162949762]Work-in-Progress Handling
Work-in-progress at the portal must be stored so that it can be located later for further edits; such work is stored in a staging area of the DMZ database (see Figure 2). All work done in a portal session is stored as one or more distinct, identifiable datasets.  ITS provides conventions through which such datasets may be named and referenced. 
In the case of a new facility, the profile or application exists solely in the staging area until it is submitted.  For existing facilities, a ‘current’ view of the profile, application, report or other object is copied to the staging area from the DMZ read-only database (or created in the staging area, if appropriate); then modifications are made to that copy until the work is complete and the object is submitted.  Work may be saved whenever the user chooses during that interval. The naming of the tasks and representation of the relationship between tasks is critical.    In particular, the relationship between an application or emissions report and the facility profile on which it is based (which may be ‘current’ or may be a profile in the staging area that has not yet been submitted) must be maintained throughout the application or emissions report’s development.   



[bookmark: _Ref147821978][bookmark: _Toc146533674][bookmark: _Toc160867763][bookmark: _Toc203908874]Figure 14: Logical Task Organization

Figure 14 provides a logical representation of the staging area datasets.  The cascading nature of this relationship allows the system to keep track of changes that may require submission of a parent artifact in order to submit the child.  For instance, if an existing air facility profile is modified to support a new permit application being created, that modification will be noted in the facility profile copy in the staging area.  When the permit is submitted, the system can recognize that the application’s parent (the associated facility profile) must be submitted, and handles that operation behind-the-scenes, as part of the application submittal process[footnoteRef:31].   [31:  It is possible for more than one artifact in the staging area to be associated with the same Facility Profile.  Section 3.3.3 discusses the reference count paradigm STARS2 uses to manage this.] 

[bookmark: _Ref147819713][bookmark: _Ref147819718][bookmark: _Ref147819752][bookmark: _Ref150847189]Attestation
Upon submission, STARS2 presents one or more attestations that must be accepted before the submission can proceed.  Attestations will vary according to the object being submitted and/or the operations that have been performed on that object.  DAPC will provide all the required vocabulary for these attestations.  
Following attestation acceptance, STARS2 will ask for the user’s PIN.  The PIN and the submission will be passed to ITS for validation.  Once validated, the submission proceeds.  STARS2 requires no interface with ITS software to coordinate the handling of attestation(s).  
[bookmark: _Ref162170652]Submit Service
A Regulated Community User with Service Access authorization at the ‘submit’ level (i.e., “Responsible Party” with a PIN or someone to who that responsibility has been delegated) may submit any of the entities listed in Table 3. 
[bookmark: _Ref161121867][bookmark: _Toc203908844]Table 3: Air Services Offered by the External Web Portal 
	Object
	Requires accompanying Facility Profile?
	Requires ‘Responsible Party PIN’ for submission?
	Requires ability to save intermediate version in dataset prior to submission?
	Supports file attachments

	Facility Profile
	No
	Yes
	Yes
	Yes

	Emissions Report
	Yes
	Yes
	Yes
	Yes

	Permit application
	Yes
	Yes
	Yes
	Yes

	Permit By Rule (PBR) Notification
	Yes
	Yes
	Yes
	Yes

	Compliance Report – including PER and TVCC
	No
	Yes
	Yes
	Yes

	Request for Administrative Permit Modification(RAPM[footnoteRef:32]) [32:  In previous documents, this request may have been referred to as RPC (Request for Permit Change).] 

	Yes
	Yes
	Yes
	No



STARS2 supports these services internally, but they are not available via the gateway.  
	Request for Permit Extension (RPE)
	No
	Yes
	N/A
	No

	Request for Permit Revocation (RPR)
	No
	Yes
	N/A
	No

	Intent to Relocate (ITR)
	No
	Yes
	N/A
	No



This service will not be implemented in the first release of STARS2. 
	
Delegation of Responsibility (DOR)
	No
	Yes
	No?
	No



Submission triggers the following sequence of events:
 [STARS2] ‘Send’ service builds an xml message conveying all the user input (including attachments), then passes the submission to …
[ITS] ‘Send’ service, which
[ITS] Satisfies CROMERR and/or other applicable requirements for submission through the preparation and archiving of a zip file containing the XML message along with the attachment files (in URL format).
[ITS] Packages and sends the RCU input, through the xml message (with whatever wrapper ITS provides) to STARS2.
[ITS] ‘Receive’ service accepts message and passes the appropriate request and data to STARS2 ‘Receive’ service.  
[STARS2] Successfully processes the request (including any required validation), and returns a ‘success’ indicator to ITS Submit service.  
[STARS2] provides ‘clean-up’ services such as removing the dataset associated with the submitted object from the staging area.  
If the submitted object has an accompanying Facility Profile (see Table 3) AND no other task in the staging area is associated with that Facility Profile object, then the orphaned dataset(s) are removed from the staging area once STARS2 acknowledges a successful submission.
Figure 15 below illustrates this sequence of events for the ‘Submit Permit Application’ operation.
Upon successful submission of a STARS2 Facility Profile, STARS2 updates the dataset relationships.  The EPA Portal user may submit an Air Facility Profile independent of a Permit application.  However this user must (and will[footnoteRef:33]) have a Core Profile before an Air Facility Profile may be submitted.    [33:  RCU cannot submit Air Facility Profile (or anything else) until they have acquired a PIN.  Application for the PIN kicks off reconciliation, assuring that any facility for which a RCU has a PIN already has a Core Place ID and a [submitted] Core Profile. ] 




[bookmark: _Ref147820734][bookmark: _Toc160867764][bookmark: _Toc203908875]Figure 15: Example:  SUBMIT Permit Application

[bookmark: _Ref162334359][bookmark: _Toc203908712]DAPC Users’ Internal Portal-to-STARS2 INTEGRATION
Internal DAPC users access the OEPA Agency web infrastructure, the e-Business Center.  `Their login screen is illustrated in Figure 16. 

[bookmark: _Ref161741861][bookmark: _Toc203908876]Figure 16 : Ohio EPA Internal user login screen

This login screen is common across all divisions in the agency.  It provides a user with access to those applications for which the user is authorized.  To accomplish this, the internal portal provides an EJB service that external applications can utilize to acquire login information about the currently logged in user.   Through this service the portal passes user information and control to the application the user selects (in our case, STARS2) via a session reference.  
STARS2 uses an authentication filter servlet, as illustrated in Figure 17.  The servlet intercepts all requests made to the application and determines if they are authenticated.  The servlet checks the session for a valid user.  The session can indicate a valid user in one of several ways:
· The user has authenticated to STARS2 previously.
· The user comes in through the EPA portal and STARS2 is running on the same J2EE instance as the portal.  
· 
If STARS2 and the portal are running on different J2EE instances, then a session ID will be present on the URL.  The authentication servlet uses the ID to acquire a valid session from the EPA portal’s EJB service. 
[bookmark: _Ref162330753][bookmark: _Toc203908877]Figure 17: Internal user authentication scheme
Once authenticated, the user is presented the STARS2 Home page and offered the navigation paths described in Section 15.1.2.  The valid EPA portal user IDs are mapped in STARS2’s database, enabling the application to utilize system roles (associated with internal users) for role-based security purposes (see Section 8).
[bookmark: ui][bookmark: _Toc203908713][bookmark: _Ref135631448][bookmark: _Ref90190942][bookmark: _Toc129763530][bookmark: _Ref133812105][bookmark: _Ref136234556][bookmark: _Ref136935032]User Interface Paradigms
[bookmark: _Ref150752831][bookmark: _Toc203908714]Tabs and menus
Every STARS2 screen inherits its banner from the Ohio EPA Portal whether that screen is accessed via the external STARS2 application or via the DAPC internal STARS2 application, This banner includes the logo, Help and Logout hyperlinks and a link to the EPA Portal page from which the user reached STARS2 The tab and menu structure is described below.  Selected tab and/or menu items become highlighted when chosen.
STARS2 navigation is controlled through a three-level menu structure.  The first-level menu is presented as tabs across the top of the screen, each identifying a major STARS2 subsystem or set of functionality, as illustrated in Figure 18.  The first-level menu items as well as the epaPortal, Help and Logout items are also presented as Quick links across the bottom of each screen.  Second level menu items are printed along the green[footnoteRef:34] band just below the tabs.  The different menu items are separated by ‘|’ character.  When a second or third level menu item is selected, its text appears (in green) as the header on the work area of the screen.  Previous level menu items appear as breadcrumbs just above this header.  The breadcrumbs are selectable; in each case navigating to the screen the user would see if he or she had actually re-selected that menu choice. [34:  To enforce consistency wherever feasible, color choice for the STARS2 screens was dictated by the choices made for the EPA Portal interface.] 



[bookmark: _Ref150756932][bookmark: _Toc160867765][bookmark: _Toc203908878]Figure 18: Tabs, Menus and other Common Screen Elements
[bookmark: _Ref191788506][bookmark: _Ref191792917][bookmark: _Toc203908715][bookmark: _Ref162937806]Input Fields
Fields are available for input/modification in Search Criteria windows and in Edit mode on data windows for fields that are editable by the current user.  Those fields may change depending on the status and/or life cycle of the associated entity.   For example, the Operating Status field in a Facility Information ‘Edit’ window is editable by DAPC users on the internal STARS2 system, but is read-only (i.e., not available for input or modification) to RCUs on the STARS2 Portal system.  Most input fields in the detailed data associated with a Permit are read-only for all users once the Permit has been Issued Final.  
There are several types of input fields, depending on how the input is specified.  This section described all the types used in STARS2.
[bookmark: _Ref193004250]Text input
Text input fields provide a label identifying the information the field contains and a short box into which the user may type the desired input.  
Search Criteria Text Input
Some text input fields in Search Criteria windows, notable Facility ID, Facility Name, Permit Number, Application Number, support wildcarding.  That is, a user may enter either of two wildcard characters:  ‘*’ or ‘%’ in any position of an input string to represent zero or more characters.  All of the following examples ‘match’ the Facility Name “ANHEUSER BUSCH COLUMBUS BREWERY”.  Some match other Facility Names as well.
[bookmark: _Toc203908845]Table 4: Search Criteria Text Input -- Wildcard Examples
	Input string
	Other matches:

	ANh*
	

	%Brew%
	The Brewer Company, Miller Brewing Company

	A*Col%
	Accurate Collision Repair, inc., Acheson Colloids Company

	%An*columbus%
	Evans Columbus Inc. – New Drum Plant,  Greater Columbus Convention Center, LaFarge North America Columbus Building...



Wildcard characters may be used at any position in a search string.  Search strings are case independent with respect to matching.  Most (but not all) text input strings that support wildcards indicate that via wildcard examples immediately below the input field:

The field input reflects the range of values that are valid for that field and hence may be numeric, alphanumeric or alphabetic. The ‘hint’ reflects valid input for the field.  
Data Text Input
Text fields not used to ‘select’ or ‘match’ existing data, but rather to input or modify the value of data associated with an object in the system do not accept wildcards.  Most take whatever alphanumeric text input the user enters, in addition to most punctuation and special characters.  There are many such fields in the system, including:
Names and descriptions of Facilities, Emissions Units, Instances of Control Equipment and/or Egress Points
Addresses 
Notes
Comments, for example in the Allowable Emissions Table for a facility
Some fields, however, are restricted to a smaller input character set, and some require a specific format.  Core Place ID, telephone number and date fields are examples.  In these cases, such as those listed below, the field-level validation discussed in Section 7.10.1 enforces these restrictions.
Latitude and Longitude, Federal SCSC ID, Core Place ID
Stack and other egress point measurements, Building dimensions
and more.   Text input fields such as these vary in length, and hence the field offered to the user for input varies, depending upon the expectation of the input string length.  All text input fields have defined length limits.  In most cases, the limit is obvious from the length of the field and/or the expected input.  However, some fields anticipate longer, often multi-line, input strings.  In these cases, the normal length limitation is 4000 characters.[footnoteRef:35] [35:  One exception to this limit is the Note field for Workflow Notes, which has a 2000 character limit.  In this case, the entire note text is displayed in the Notes table, while for other Notes, the system only displays the beginning characters of the note text.] 

Pick lists
Pick lists offering the user a choice of a finite number of values as input for a field.  Each such field is labeled and each displays a down-arrow at the end of the input field.  

Clicking on that arrow brings up the list of option values that are valid for that field.  The ‘All’ option, if available, places no limitation on the search for a particular criterion.  In the example above, taken from the Search Criteria window for Emissions Reports, the search returns reports with any Reporting State value.   In effect, the system does not filter on the corresponding field.  A blank field value has the same effect and is the most common mechanism in the system to specify ‘All’:  it ‘matches’ any value for the field, as does an ‘All’ option in the pick list itself.  

[bookmark: _Toc203908879]Figure 19: 'All' Options on Search Criteria

Sometimes, once a value has been selected and/or a search has been submitted, the ‘blank’ value, although available initially, is no longer offered.  In such cases, the user may click on the Reset button in order to return to a ‘blank’ default value.
For some searches, some criteria default to values other than ‘blank’/’All’.  These are cases when the global search that would result from not filtering on a value for that variable (when all or nearly all the other variables for the search are defaulted to ‘All’) would return a huge number of records, eliminating the value of the search to locate one or a small set of records.  The ‘All’ option is normally available in the pick list for these fields, with the assumption that if it is used, other criteria will be specified to limit the search.
For text input data fields (rather than search criteria fields), only the values that apply to the specific application of the variable are offered in the pick list.  Therefore, frequently, there is no ‘All’ option, and ‘blank’ is only offered when it makes sense for that field not to be populated.
Multi-Select Pick Lists
Most notably on the Management Reports tab (specifically, Permit Workload and Late Permits reports), the multi-select list is a vehicle for a user to select more than value in a particular pick list.  

[bookmark: _Toc203908880]Figure 20: Multi-Select Pick List Example
The user clicks on any value in the list, then holds the Ctrl key down as s/he selects additional values in the list.  The list may be scrollable, as illustrated in this example.  Selected values remain selected, even if they are not visible on the screen, unless or until the user selects the button or manually modifies the choices.
Dates
Date fields are used both to select a time-limited range of records on a search, and to specify time-related data related to some objects[footnoteRef:36].  Dates may be entered as text strings of the format [m]m/[d]d/[yy]/yy.  The system also offers a calendar icon at the end of each date field.  Clicking on that icon brings up a popup containg a full calendar that the user can peruse the calendar and select the date of interest.   [36:  In a few cases, such as PER Due Date for NTV facilities, date input is limited to a fixed set of values, and is therefore populated using a pick list.] 


Once selected, the date populates the date field associated with the calendar icon in use.
Checkboxes
The system uses checkboxes most often for data input to objects in STARS2.  For example, DAPC users check one or more checkboxes to the reason or reasons an Air Permit is being issues, and also to indicate certain status variables as well as the applicability of various Federal Rules.  The figure below illustrates some of the checkboxes that apply to Permits.  Checkboxes are also used in connection with other objects in STARS.

[bookmark: _Toc203908881]Figure 21: Checkbox Input Examples:  Permit Information screen

Radio Buttons
Radio buttons offer the user a mutually exclusive choice for a field value.  Exactly one value must be chosen.  It is used in STARS2, but rarely.  The radio button input shown below allows the DAPC user to indicate the format for a management report.

[bookmark: _Ref191715202]Data Shuttle
Data shuttles provide a visual mechanism with which a user may include/exclude individual instances from groups of objects or characteristics.  In STARS2 they are used most often to facilitate administrative tasks such as assigning system capabilities (i.e., navigation use cases) to system roles, and assigning system roles to system users as well as to group and manipulate EUs in Applications and Permits.  The latter capabilities are available to RCUs from the e-Business Center portal when entering or editing Permit Applications.  In internal users have data shuttles available more frequently for more tasks.  Figure 22 provides an example of a data shuttle.

[bookmark: _Ref190950914][bookmark: _Toc203908882]Figure 22:  Data Input via Data Shuttle
This figure illustrates a shuttle being used in Edit mode.  The user selects one or more of the entries in the list on the left (All Roles) to ‘Move’ to the list on the right (User’s Current Roles).  When there are entries in User’s Current Roles list, this mechanism may also be used to ‘Remove’ individual or groups of roles from this User.  In this case, each role assigned to this User confers access to a well-defined (although modifiable) set of capabilities.  Use of this and other administrative data shuttle mechanism in STARS2 is limited to users who are assigned the role of STARS2 Admin.
A data shuttle may also appear in read-only mode, illustrating the status of the global list and the applicability of its entries to the local (in this case User’s) list.  However, all the operations links (Move, Move All, Remove and Remove All) are grayed out and unavailable for use.  In Edit mode, these links are enabled for authorized users who can make changes in the assignments reflected in the shuttle.
Most shuttles also offer operations buttons appropriate to the functionality they implement.  
Table Entry
For datagrids to which users may add (or delete) rows, for example, a list of Notes, Attachments, Pollutants, Subparts applicable to Federal Rules, etc., there are two common mechanism that may be used to edit the table’s contents.  For Notes and Attachments, for example, the user indicates that they wish to or create a .  Each of these buttons brings up a popup window appropriate to the object.  For example, the popup to add a new attachment at the facility level for a facility is shown in Figure 23.  The user completes the required fields in the popup (in this case all of the fields) and selects .  The system then adds a row to the Attachments table with the information that the user entered.

[bookmark: _Ref194061444][bookmark: _Toc203908883]Figure 23: Facilities  Facility Profile  Attachments New Attachment Popup
Alternatively, the user navigates to the ‘Edit’ page, which may be reached using an button as in the case of the Facilities  Facility Profile  Reporting Category, or an or in some cases, first Edit (at the object detail level) and then at the table entry level.  In any case, when the table is open for edit, and the user has elected to a new row to the table, s/he will see a window offering a new, empty row at the bottom of the table.  The user can complete the new row that was added to the table, and the data.
[bookmark: _Toc203908716]Filtered Search Mechanism
Filtered searches are used primarily in the internal DAPC STARS2 application.  Most tabs in the STARS2 application begin at a search screen similar to the example shown in Figure 24.  The filter criteria offered for any search is context-sensitive.  Most include Facility ID and Facility Name in addition to other fields appropriate in the context of the specific search.  Facility ID and Facility Name are text input fields that support wildcards characters ‘*’ and ‘%’ which may be used in any combination as prefix or suffix or internally within the input string.  Each includes a ‘tip’ with respect to wildcarding beneath the input field.  
Filter criteria may be entered in text input fields (with or without wildcard capability), selected from drop down lists that may be populated via reference data (some of which is user-modifiable), or date fields --- all of which offer a calendar for input selection and/or radio buttons.  Some fields offer default selections, but many do not.  In all cases, a blank field indicates that there will be no filtering on the values in that field for that search; i.e., the search will return records with any and all values in the empty or blank field. 
The input field type as well as default value handling depends upon the data item and context in which it applies.

[bookmark: _Ref149992331][bookmark: _Toc160867766][bookmark: _Toc203908884]Figure 24: User Interface Paradigm:  Filter/Search example
Each search screen has a ‘Submit’ and a ‘Reset’ button.  Submit, as its name implies, executes the search with the search criteria as specified in the filter fields.  As long as the user remains on the search screen, the filter criteria persist, allowing the user to modify one criterion in a complex search without having to re-enter values for all the criteria.  ‘Reset’ may be selected to clear all the fields.  ‘Reset’ also clears any data that may be on the screen from a previous search.  The search criteria window also resets when the user navigates to a detail data screen 
[bookmark: _Ref189631589][bookmark: _Toc203908717]Data Grids
Data grids are tables of data, a snapshot often the result of parameterized searches, summary lists of, for example, workflows that fall into a specific category in the graphical workflow summary, detail information on selected entities/objects, such as EUs, etc.  Most data grids in STARS2 share some fundamental capabilities:
· Sort in either direction by any column at user’s discretion
· Page, if the table contains more than entries than will fit on a single screen (according to length specified by the feature developer)
· Generate a printable view (in HTML) that may be printed using the browser’s print capability
· Export the data to an Excel spreadsheet. Once imported into Excel, the user may save, format, modify, print or otherwise manipulate the data in any manner desired.  Modifications to the Excel data have no impact upon the data stored within STARS2.
· Links within data grid data to reach more detailed data on a specific/selected entity or object.  The first column of each grid identifies the primary ‘object’ represented in the grid, where the identifier is a link to more detailed information about that object.  
· Some data grids contain links that access screens displaying details of other objects
· Some links shift control to a different tab in order to access the requested functionality 

[bookmark: _Toc160867767][bookmark: _Toc203908885]Figure 25: User Interface paradigm: Data grid example
Table size is normally hard-coded in the application, based on DAPC input.  Some reference data tables are created dynamically data grids using some value or search parameter, or possibly user system role, to determine the columns that appear in a specific data grid that results from a specific search or query. 
[bookmark: _Ref189643499][bookmark: _Toc203908718][bookmark: _Ref163991382][bookmark: _Ref163991503]Detail Data Screens
Most artifacts in STARS2, including Facilities, Permit Applications, Requests, Permits, Emissions Reports, Compliance Reports, have Detail Data pages associated with them.   Users access Detail Data by clicking on the identifier link for an instance of an artifact in a datagrid, a tree or another summary screen.  Detail Data screens have similar general layouts and common features.  


[bookmark: _Ref192394861][bookmark: _Ref192394897][bookmark: _Toc203908886][bookmark: _Ref192394876]Figure 26: Common Entity-specific Screen Header

Like all screens that apply to a single instance of an object or artifact, just below the screen title (which is normally the last menu item you selected or the menu item to which an action takes you; in this case selecting a facility ID link in a list of facilities, or selecting the Facility Profile item on the second-level menu under the Facilities tab), the system presents a page header that contains identifying information about the object instance.  
Below that header, the screen is divided into several regions.  The topmost region displays high-level information about the object, such as identification, status, and the most salient data items for that object.  Normally, this top region is always visible.  In the figure below, the high-level information is presented between the Facility Information page header and the title of the following screen region (Notes).  
The system follows the top region with one or more collapsible screen regions presenting additional data grouped for ease of understanding and use.  Frequently the page will have a collapsible screen region devoted to Attachments (if attachments apply to the underlying object) and/or Notes (again, if they apply).  Small blue triangles are associated with each of these regions which allow the user to collapse () or expand () the region to hide or reveal the data items in the region. In this example, the Notes region is populated, and is open; the Facility Details region is collapsed.  



[bookmark: _Toc203908887]Figure 27: Content Area of Facility Profile Detail Data Page
Expanding the collapsed screen regions reveals additional information about the entity.  In this case, expanding the Facility Details screen region shows the following:

[bookmark: _Toc203908888]Figure 28: Facility Profile Details + Operations Buttons
At the bottom of the screen, the system offers operations buttons appropriate to the object.  Most screens will have some combination of the Common Operations Buttons described in Section 7.9 and additionally, buttons that are appropriate to the object, as well as to the authority of the current user.   Each of these buttons executes an automatic operation, or moves to a screen for further user-input and/or action.  Some operation buttons may be grayed-out, indicating that the action does not apply to the current state of the object.  The system may include additional capabilities that are not visible.  This is the case when the current user is not authorized to perform those actions.  In all cases, the system only offers the data and operations for which the current user is authorized.
[bookmark: _Ref191887870][bookmark: _Toc203908719]Tree Control
STARS2 employs a tree control to display complex data.  This paradigm is useful because it can graphically illustrate relationships between objects within the system.  Many composite objects have a hierarchical relationship for which trees are especially appropriate, for example  
· A facility’s facility profile configuration (i.e., emission units, emission processes, control equipment and egress points and their relationships to one another)
· Permit Applications
· Permits
Representation
An appropriate icon represents each node in the tree.  Non-leaf nodes of the tree may be expanded by selecting the ‘+’ next to the name of the node.    Conversely, selecting the ‘-’ next to the expanded node can collapse nodes.   A node may appear more than once in a particular tree; when a repeated node (e.g., egress point in facility profile tree) is selected, all of the tree nodes representing that object are highlighted at the same time.  
In some cases, information about the node is also encoded into its tree entry; for example, the validation status of an EU within a permit application is indicated by a yellow ‘warning’ if validation hasn’t been run, a green check if it has been successfully validated or a red ‘X’ if validation failed. 

[bookmark: _Ref162685809][bookmark: _Toc203908889]Figure 29: Information encoding in Tree Node(s)
In this example, EUs F001 and F006 have been included in the application (all the others are shown in the Facility Profile as part of this facility’s emissions configuration, but have not been included in this permit application).  However, the application has not been validated at either the EU level or the Application level.  (The system will not permit an application in this state to be submitted!)  APPENDIX A -  shows and defines the  icons that may appear in various possible tree controls.
Other Tree Presentation Features
STARS2 offers two additional tree ‘features’ that are quite useful in their contexts.  
Multiple Node Instances
Some trees in STARS2 support multiple instances of the same node, for instance emissions from more than on EU in a may go through a single a piece of control equipment.  In this case, STARS2 lists the node in multiple locations in the tree, in this example under each EU the equipment controls.  Whenever any of these nodes is selected, all are highlighted.  Also, any modification to the object (from any of the nodes) is reflected each place the node is referenced.  Figure 30 illustrates this multiple node highlighting.   


[bookmark: _Ref162333712][bookmark: _Toc160867768][bookmark: _Toc203908890]Figure 30: User Interface Paradigm: Tree structure example
Ellipsis Represents Collapsed Tree
Some trees in STARS2 are quite large, such as facilities with many EUs.  To facilitate navigation of such trees, STARS2 provides the capability to hide segments of a large tree.  By selecting an EU in such a tree, the system replaces everything above that selected EU with vertical ellipses.  Hovering and clicking on the ellipsis shows the hidden nodes again.  Figure 61 on page 140 illustrates this feature.
[bookmark: _Ref191163036]Catalogs
Catalogs are special cases of the tree paradigm.  Depending upon the context, the user may define data specific to the node entity in the tree[footnoteRef:37].  Such data is defined using the metadata concept described in Section 5.5.   There are several applications of the catalog concept in STARS2; catalogs are manipulated via a System Administration interface described in Sections 27.2 through 27.5. [37:  .  See Section 27for examples of catalog paradigm usage and of node-specific catalog data.  At this time, only the Control Equipment Catalog employs the metadata concept in STARS2.  ] 

[bookmark: _Ref192408959][bookmark: _Toc203908720][bookmark: _Ref189641138][bookmark: _Ref162946640]Notes 
Many screens within the STARS2 provide the capability to associate notes with the object or operation on the screen. User can use notes, for example, to add additional information about rule applicability for a permit, or to record a conversation with a representative of a facility.  The system also produces notes to record certain actions, for example Self-Assignment of a Workflow Task generates a note for the workflow.  Notes may be associated with a facility, a permit, an application, an emissions report, or a workflow. 
Notes are presented in a similar manner throughout the system with respect to appearance and operation. Notes always appear in a collapsible screen region labeled Notes.  It is often, but not always near the bottom of the page, just above the operations buttons.   Notes capability is only available on the Air Services internal system.  Although external users have no access to the internal notes associated with their facilities, applications, permits, etc. and cannot enter notes of their own notes stored in the system are considered public records.
Notes List
The list of notes related to the subject of a page appears in a datagrid with standard datagrid functionality, including the ability to display the contents of the Notes list in a printable format and/or to export the notes list to Excel. 
Any notes that appear on this list are associated with the entity on whose infomation or detail page the list appears.  The notes datagrid may include information produced by any internal user or by the system itself. Legacy information imported from older systems may be designated with User Name set to Air, Legacy.  The Notes datagrid may provide you with the following information about each note in the system that is associated with the object, in this example a facility, including 
Note ID: The identification number assigned to the note by the system. 
Note: In most cases, the beginning of the note text. (For Workflow Notes, the entire note is displayed.) 
Note Type:  An indicator of where the note originated. For all notes entered in the Air Services internal system, the system sets the Note Type to DAPC Comment.  For Notes that were migrated along with data from legacy systems, the migration process sets the Note Type to Historical Comment.
User Name: The name of the person who created the note. 
Date: The date that the note was created or last edited. 
[bookmark: view_note]View a Note
[bookmark: popup]When you select a pickable Note ID in a Notes list, the system takes you to a popup window that displays the entire text of the note.  

[bookmark: _Toc203908891]Figure 31: Expanded Note Text Popup
The appearance of the pop-up window differs slightly among the entities, but all of them display the full text of the note. Some also provide additional information such as the date and user associated with the note and the character count and limit of the note text. 
[bookmark: add_note]Add or Edit a Note
To add a note, simply click on the or button at the bottom of the Notes datagrid, which you may find in one of two places. For objects without third-level menus, such as Applications and Emissions Reports, the button appears at the bottom of the Notes datagrid on the detail page for the object. For objects that have third-level menus, for example Facilities and Permits, you can access the button by selecting the Notes item on that menu.  This brings up a Notes page where the notes datagrid will provide the button you need in order to add a note to the system. 
To edit an existing note that you entered into the system, click on the link for that note in the Notes datagrid on either the detail page, or the Notes page that comes up when you select the Notes item in the third-level menu.
In all of these cases, once the system presents the popup, you can enter your note text or modify the existing text in the box labeled Note, and click to preserve your new or modified note, or to return to the previous page without saving your changes.  All Notes have a length limit of 4000 characters with the exception of Workflow Notes, which have a limit of 2000.   
[bookmark: _Ref194051834][bookmark: _Toc203908721]Aggregate Task / Bulk Operations 
STARS2 employs a generic bulk operations paradigm for tasks accessible via the Tools  Bulk Operations navigation path, for document generation, whether accessed via Tools  Document Generation or Tools  CO Document Generation and also for processing Aggregate tasks.[footnoteRef:38] Consequently these capabilities have similar user interfaces.  In each case, an operation, for example an appropriate search result or clicking on an instance of an aggregate task, presents the user with a list of entities to which some distinct activity or operation may apply.  The user selects (or de-selects) those among the set of entities presented, to which s/he wishes to apply the operation, and then selects the button at the bottom of the screen that describes or references the operation to be performed.  The definition of the operation (i.e., the java class that implements it) determines the behavior of the system when the user selects the operation.  Whatever activity the system implements, it applies the operation to each and every selected object in the entity list for the operation. Figure 32 illustrates the bulk operation for modifying facility roles across multiple facilities, while Figure 129 on page 252 is an example of an Aggregate task. [38:  STARS2 partitions Access to Aggregate tasks, Document Generation, Central Office Document Generation and other Bulk Operations in order to control authority to perform the tasks defined under each.] 


[bookmark: _Ref193105054][bookmark: _Toc160867834][bookmark: _Toc203908892]Figure 32: Selection of Facilities to which Bulk Operation will apply
In the case of a[a Aggregate] ToDo list item, selecting the item will take the user directly to the list of potential facilities (or other objects) to which the task may apply, as the list of tasks within the aggregate serves the same purpose as the Facility List illustrated above.  For more information on the design and operation of this capability, see Section 26.2.
[bookmark: _Ref190858779][bookmark: _Toc203908722]Standard Operations Buttons
Edit 
An  button appears on each screen that contains data a user may specify or modify through the STARS2 graphical interface.  It is usually the first operation button at the left of the top row of buttons that the system presents at the bottom of such a screen.  When selected, it brings the page up in ‘Edit’ mode; the system provides editable versions of objects on the page (e.g., check boxes, text input fields, input fields providing drop-down menus of the valid values they may contain, etc.).  Not all fields will be editable on all editable pages, and some editable fields only appear conditionally.  The Shutdown Date field is an example of the latter; it appears only when the Operating Status value is present, and set to Permanently Shutdown.  Required data fields are marked with an asterisk (*) on the edit screens.
Save / Cancel
Some flavor of  and  buttons appear on every ‘edit’ screen in STARS2.  Once a user has reached an edit screen, they may not leave that screen until selecting one or the other of these buttons, where     saves the current information on the page and returns to the page from which it was accessed, and closes the ‘Edit’ screen, discarding any data changes the user may have made.  The message illustrated in Figure 33 pops-up if the user attempts to navigate away from the edit screen without ‘Save’ing or ‘Cancel’ing (even if they have made no changes to the data on the page).


[bookmark: _Ref164066048][bookmark: _Toc203908893]Figure 33: Save/Discard Message
The Save and Cancel buttons are normally the only operations buttons at the bottom of a screen which is in ‘Edit’ mode.  Note that the button for the save operation may be labeled ‘Save changes’ and cancel operation button may be labeled Cancel changes, Discard or Discard changes.
In at least one case, the button saves the changes, but does not return control to the previous page; this is some instances of the data shuttle described in Section 7.2.7.  In this case, the user may ‘Save’ changes more than once in the course of modifying whatever data they shuttle manipulates.  In that case, there is also a with which a user signals the system that s/he has made (and ‘Save’d) all the intended changes.  This button takes the user back to the page from which the shuttle was accessed.
Validate 
The top-level page of any simple or composite object that requires validation before submission of these objects includes a  button at the bottom, normally to the right of the  button, but preceding any context-specific buttons. Section 7.10 below provides details on the types of input validation and what they may entail.
[bookmark: _Ref164070100][bookmark: _Toc203908723]Input Validation
Several objects within STARS2 require validation to assure that user input is complete and consistent before they can be finalized or submitted.  Examples of such objects include:
· Facility Profile
· Permit Applications
· Terms & Conditions within Permits
· EUs within Facilities, Permit Applications and Permits 
· Emissions Reports
Such objects are always fully validated immediately before being submitted.  Some, however, are complex enough that the user may wish to select the validation operation button on demand (during processing) to validate simple or complex objects that they wish to validate individually.  
STARS2 utilizes a number of validation paradigms.  The remainder of this section describes them.
[bookmark: _Ref194044203]Simple field validation
Simple field validation applies to those input fields that are implemented via JFS components from the ADF library; they can be validated on the client side, without accessing the server or the database at all.  An invalid input value brings up an exception screen such as Figure 34.  Dates, telephone numbers and zip codes are examples of such fields.

[bookmark: _Ref149989194][bookmark: _Toc160867769][bookmark: _Toc203908894]Figure 34: Simple Field Validation Exception
Simple form validation
Simple form validation applies when the validation applies to a single instance of a simple object and/or can be accomplished with data from within a single screen.  However, it requires access to data on the server and/or in the STARS2 database.  Therefore, the validation takes place on the server side.  Examples of such validation include:
Value entered in text input field falls within acceptable range of valid values for the field
Emissions Unit ID is of the correct format and doesn’t already exist for the facility.  
A simple validation method is defined for all objects to which such validation applies.  Invalid input generates an error message at the top of the form, as well as near the field that offered erroneous input, as illustrated in Figure 35.

[bookmark: _Ref162690052][bookmark: _Toc203908895]Figure 35: Form Validation Error Example
For text input fields that support wildcards, incorrect use of wildcard characters (* and %) or  otherwise invalid input does not report an error at all; rather, the system attempts to ‘match’ the users input and, normally, fails to identify any matching data.
In addition, STARS2 performs some context sensitive validation on individual input fields.  In the example shown in Figure 35, the error (Invalid EPA Emission Unit ID) appears both at the top of the window marked as an ‘Error’ in red, as well as adjacent to the offending input field.  The field label is also denoted with a red ‘X’ to call the user’s attention to the error.  The system reports the error when it attempts to validate the user’s input data as a result of a request to ‘Save’ data.  Note that the error message provides enough information to guide the user in correcting the error.
[bookmark: _Ref191196705][bookmark: _Ref191196742]Composite object validation
Composite object validation applies when the data being validated is entered on more than one form, in unspecified order, or at different points in an operation, making it difficult to validate on an ad hoc basis.  However, when data for the object is ‘Save’d or the user navigates away from an input screen, the system must validate the dependencies among the data items that make up the object.  In many instances, users may invoke validation explicitly via a ‘Validate;’ button.  The scope of the validation performed depends on the screen or object to which the button applies.  Upon a successful validation a message appears near the top of the window, with a tag of ‘Information’.  Success messages include an identifier where appropriate (i.e., EU ID, submitted application ID, etc.).   Figure 29 illustrates a success message that appears after the facility’s Operating Status value is changed from ‘Operating’ to ‘Permanently Shutdown’ and ‘Save’d.
The system provides composite validation exception messages in a single popup window; with links from each message to the screen where the erroneous input has been entered.  Depending upon the context, icons may be provided in an associated tree that visually indicates the status of a node’s validation, as illustrated in Figure 36.  While the overall error (i.e., Validation Failed) is reported at the top of the form, the various inaccuracies that caused the failure are all listed in the popup window.  Selecting an error in the popup takes the user to the screen where the error can be corrected, even if it’s not screen currently being displayed.  For example, if the user selects ‘no public EAC form’ in the popup window, then the system displays the window for the EU for which the EAC form is missing.  The user may then ‘Add’ the appropriate attachment, after which the application can be re-validated.  
Informational messages displayed in the validation popup window to alert the users to issues that may be of concern, but will not cause the application validation to fail. If the validation popup window displays only informational messages, it may simply be dismissed if there is no need to address the issues identified.



[bookmark: _Ref162692557][bookmark: _Toc203908896]Figure 36: Composite Form Validation Example
 ‘Submit’ validation
[bookmark: _Ref162065821]While the composite object validation described above can apply to various component parts of an object, ‘Submit’ validation is performed when a RCU ‘Submit’s, for example, a Permit Application or an Emissions Report.  This check, a superset of the validation for the full scope of the composite object that makes up the top level artifact, will be performed automatically whenever the artifact has not been fully validated before or when additional changes have been made since the last full validation.  It assures that the submission contains all the necessary information, is internally consistent and complete.  All exceptions are identified during the validation and reported (together)  in a popup as described above for object validation.  Each message in the popup provides a hyperlink to the location of the error (or the location that includes the “fix”).  A submission is not accepted until such validation completes successfully.
Processing Validation
In addition the various forms of object validation described above, validation also occurs automatically within the system at various points in the processing of these objects.  For example, before ‘checking in’ a workflow step, the Workflow Engine performs the checks defined as part of the definition of the activity, to assure that the data resident in the system as a result of the operation is as complete as is required, and is consistent.  Exception reporting is similar to that described above.  The user is not permitted to move forward in the workflow until all the exceptions have been addressed.
[bookmark: sys_roles][bookmark: _Ref164149486][bookmark: _Toc203908724] System-Role-Based security[footnoteRef:39]	 [39:  Authentication and access security for the Regulated Community Users is handled through the Ohio EPA Portal,  owned and maintained by ITS (see Section 6).] 

STARS2 enforces two kinds of roles for DAPC users:  system roles and facility or user roles.  Facility roles, which are related to how workflow tasks are assigned, are covered in Section 17.3.  This section covers only the system-role-based security within the STARS2 [internal] system accessed by DAPC personnel 
System roles are assigned to DAPC users as part of the [STARS2] login creation process[footnoteRef:40].   System roles implement gatekeeper functionality with respect to STARS2 operations.  A user’s system role controls what functionality within STARS2 they can see, and therefore access; i.e., the system only displays the tab, menu item or button that ‘calls’ the operations that users assigned that role are permitted to do.  Roles are based on navigation use cases that are pre-defined.  If a user is assigned multiple roles, then the user has permission to execute the superset of functionality associated with each role. [40:  The Agency web portal passes the User login and authorization information to STARS2. ] 

Roles can be defined to provide appropriate granularity for differentiating among users with respect to operational authority.  This fine-grained filtering applies to tabs, menus, buttons and hyperlinks.  Use cases correspond to navigation to a STARS2 interface screen; that is, each tab[+menu[+button[+hyperlink]]]] will map to at least one use case that describes the operation executed at that navigation path.   In concert with DAPC personnel, UNICON will define use cases during system development and will enter them into the system upon initial load.  
A logical view of a sample role-to-use-case mapping looks like this:
[bookmark: _Toc203908846]Table 5: Example:  System Role – to – Use Case Mapping
	Role
	Use Case Name
	Use Case Navigation Path

	Supervisor
	Facilities Tab
	facilities

	
	Facility Search
	facility.search

	
	Facility Profile
	facility.profile

	
	Permit Summary Report
	permit.summaryReport

	
	Re-assign Task
	workflow:reassignTask

	
	. . .
	

	Staff
	Permit Search
	permit.search

	
	Generate Permit Document
	permit.generate

	
	Emissions Report List
	report.list.fer

	
	. . .
	

	Admin
	[All]
	

	
	. . .
	


For example, a user may be assigned the role of ‘Supervisor’; use cases assigned to that role may include re-assigning tasks for workflows in process, accessing certain system reports, viewing summary data with respect to throughput on permit processing, etc.   Therefore, buttons and menu items providing these capabilities will appear on the display when this user is logged in, but will not appear on the display when a user assigned the system role of ‘Staff’ logs in.   All agency personnel have access to all data (e.g., permits, emissions reports, etc.) across all the facilities in the system, albeit only with authority to execute operations according to their assigned role.  Users may self-filter data via the filter and search capabilities of the system as well as through the system general management report mechanism (see Section 25.) 
STARS2 provides a System Administration interface through which an authorized user can add roles which may be mapped into sets of existing use cases.  Authorized users may also modify the set of use cases permitted for a role.  Role modifications take effect the next time the system comes up.  The interface to accomplish these tasks is described in Section 27.2.   A user may be assigned more than one system role.  He/she then has permission to navigate to a superset of use cases associated with all his/her assigned roles.   
The actual role definitions and use-case-to-role mapping may be viewed and manipulated at Admin  Role Catalog.   All defined roles are listed there, and each can be expanded to present the use cases associated with it.  The Administrator may create additional  roles required, and map them to use cases.  Most STARS2 users are assigned role ‘User’.  The ‘Admin’ role is all-powerful --- s/he is assigned permission to perform every use case in the system; it is not intended to be modified.  In fact, it cannot be modified via the standard web interface for role definition/use case assignment.[footnoteRef:41]   [41:  Upon deployment, at least one user in the system will be assigned the ‘Admin’ role.  ] 

STARS2 has the capability to restrict access to data and operations based on the ‘role’ assigned to a user.  DAPC has chosen to limit the number of ‘system’ roles it will define to just a few.  In effect, anyone with access to data within STARS2 for one or more facilities will have access to ALL data and operations for that facility, with the exception that some administrative functionality may not be granted to ‘ordinary’ users.



[bookmark: doc_mgmt][bookmark: _Ref138490133][bookmark: _Ref163991593][bookmark: _Ref189919484][bookmark: _Toc203908725][bookmark: _Ref138490100]Document Management
[bookmark: _Toc203908726]Overview
STARS2 must be able to store, access for reading and writing, generate and package documents for further [manual] processing such as printing, as well as manage versions of some documents.  Document management is consistent throughout the system, although document handling capabilities differ for internal (DAPC) users and external (RCU) users.  This chapter covers the general document management architecture, as well as design and operational considerations dependent upon the variables mentioned below.  
The system manages many types of documents, including, but not limited to:  
· Correspondence, which may exist in the system only temporarily, or may be stored in the Stars2 database permanently
· Attachments to objects such as facilities, applications and emissions reports.  For example EAC forms, one per EU, must be attached to each submitted permit application; calculations may be attached to emissions reports, etc.
· Versions of Terms and Conditions documents (Part III of permits-in-progress)
· Issuances related to individual Director’s Actions such as a PER Due Date change
The “heart” of the document management system is one database table, dc_document, and the document store.  All managed documents appear in the table, and all are added to the repository one of two ways:  upload, or generation.  This chapter provides the design and operational detail on both document tracking and storage, as these are common across all documents in the system.  
The documents themselves vary in several different characteristics.  Some documents apply only to the e-Business Center environment in which RCUs operate, while others apply only within the internal DAPC system.  some documents are generated automatically by STARS2 either on a schedule or on demand, while others may be generated or uploaded individually by users.   User-initiated documents may be of any type (e.g., MS Word, spreadsheets, diagrams, etc.)  STARS2 stores some documents permanently, while others are transient.  Later sections in this chapter go into more detail with respect to how STARS2 incorporates such variability into the common document management paradigm.
No document stored in the STARS2 document store is considered a document-of-record for legal purposes.  All documents-of-record are stored and maintained by ITS or others outside of the STARS2 system and its database (see Figure 2).
Document file storage
Stars2 maintains a single file-system-based repository for all documents, as illustrated in Figure 37.  This file system is equivalent to a network drive in that access to the files can be restricted to the appropriate set of users.  Although actually housed in the same physical file store, the repository is conceptually divided into two partitions: the DAPC Document Repository and the [external] Staging area Document Repository.  Note that the documents in the former partition are visible to DAPC users but not RCUs; while documents in the Staging area are visible to RCUs, but not to internal DAPC users.  This situation changes when the object to which the document(s) is attached is successfully submitted by the RCU.  At that point,  the document(s) becomes visible to the DAPC users, but only visible to the RCU user in concert with its associated object, and then on a read-only basis.



[bookmark: _Ref148165815][bookmark: _Toc160867770][bookmark: _Toc203908897]Figure 37: Conceptual Document Storage Architecture

RCUs access documents in the Staging area only via upload and download operations.  Following downloads all operations on the document file(s), including local Save’s, are performed by the local application.  
Document  File Tracking
A single table in the STARS2 database, dc_document, tracks every document under Stars2 control, regardless of its source, content, disposition, accessibility, temporality, etc.  This table contains one record for every version of every document being managed in the repositor.  It stores the following information about each document:
· Document identifier – an internally generated key to the document
· Facility identifier – the ID of the facility with which the document is associated (this field is null for transient documents) 
· Last checked out by – stores the user ID of the user who most recently downloaded the document (this field may be null if the document has never been “checked out”)
· Last modified by – stores the user ID of the user who most recently made changes to the document (i.e., ‘Upload’ed or ‘Save’d an initial or modified version of the document).  
· Last modified timestamp -- stores the timestamp indicating most recently made changes to the document (i.e., ‘Upload’ed or ‘Save’d an initial or modified version of the document).  
· Path – the pathname, relative to the %rootPath% directory (defined by an environment variable) that can be used to locate the file in the document repository
· Description – a free form text field containing a string specified by the creator (or modifier) of the document describing its content
· Upload date – the date when the file was initially ‘Upload’ed. 
· Temp Flag – a flag (Yes/No) indicating whether the file is temporary, and therefore eligible to be “cleaned up” or not.  If no, then no automatic ‘clean-up’ will impact it. 
· Last modified[footnoteRef:42]  [42:  This attribute, common to many STARS2 database tables, is described in Section 14.3.1.] 

All of this data is maintained and manipulated by STARS2 services when users create, clone or modify documents and/or when they submit or issue artifacts with which the documents are associated.  The ‘temp’ flag indicates whether the document persists beyond a time period established by a system parameter, defined as part of a scheduled job that “cleans up” the temporary files in the internal document store on a regular basis.  RCU may explicitly delete files in the external/staging store, which will cause their ‘temp’ flag to be set so that the clean up job removes them as well.[footnoteRef:43]   [43:  There is currently no mechanism to clean up “orphaned” documents that may be uploaded into the staging area, but never associated with a submitted artifact.  Once uploaded, the document is recorded in the STARS2 dc_document table.  The document becomes ‘permanent’ (and thereby visible to internal users) only when its associated artifact is submitted; alternatively, it’s ‘temp’ flag is set when the RCU deletes the file. In any other case, the file is not visible/known to the internal STARS2 system. ] 

STARS2 creates or modifies one or more dc_document table records when
· A DAPC user uploads or saves a document attached to or associated with a STARS2 object such as a facility or a permit.
· A RCU uploads an attachment to a STARS2 object such as a permit application, emissions report or compliance report
· A RCU successfully submits an object that has attachments (one record per attached document)
· A DAPC user generates or uploads correspondence or other document to STARS2
Additional information may be required by the subsystems that handle the various artifacts with which documents may be associated.  Such information is stored and managed by the appropriate subsystem, and covered in later chapters of this document.
[bookmark: _Toc203908727]File Organization
All documents managed by Stars2 are stored relative to the value of the rootPath variable defined in the src/configuration/app.xml file.  Under the %rootPath% directory,  STARS2 creates and manages facility-based directories as well as template documents that may apply system-wide, and a tmp directory, housing temporarily-stored document files.
Templates
The system includes templates for many standard documents that it produces either automatically or on demand.  Most of these documents include ‘tags’ that the system uses to substitute facility or other entity-specific data in instances of a document.  The templates may be used by the system to generate documents for a specific set of entities, as defined by the Document Generation operation that is executed. (see Tools  Document Generation and Tools  CO Document Generation, Section 26.3.)  The system may also use templates to generate documents automatically, as a consequence of well-defined processing operations.  DAPC users may also use templates to generate individual or batch documents as needed.  The STARS2 System Administration Guide [12] covers the administrative aspects of template management.   
[bookmark: _Ref189632263]Facility-based Documents
Most stored documents are facility-based; that is, a document is associated with an artifact that is associated with a specific facility, or with the facility itself.  Consequently, the document instances which may be internally generated or uploaded based on a stored template reside in the repository in a facility-specific sub-directory under the %rootPath%/Facilities directory.  For each facility, the system creates a sub-directory structure at the time the facility itself is created in the Air Services System.  The sub-directory structure looks like this:
%rootPath%/Facilities /$Facility_id
Attachments
Applications
Correspondence
Permits
EmissionsReports
ComplianceReports
tmp
Within these directories, each instance of a document attachment to a permit (Permits), permit application, notification or request (Applications), emissions report (EmissionsReports), compliance reports (ComplianceReports), will have a subdirectory, identified by the id of the associated artifact. For example, in the Applications directory, there will be a subdirectory for each application that has associated documents attachments; the subdirectory name is the $application_id of the application.  Within the artifact-specific subdirectory, documents are named $docid.<extension>, where <docid> is the document identifier for the actual document as assigned by STARS2 and stored in the DC_DOCUMENT table in the STARS2 database.   Facility-level attachments are stored directly in the Attachments directory with naming conventions as described above.  Stored Correspondence, also associated at the Facility level, are maintained in subdirectories identified by the user ID (usually the login name) of the user that generated the document, and again named as described above within those subdirectories.    
Transient  Documents
Documents not associated with a specific facility are not permanently stored in the STARS2 document repository or in the dc_document table.  Instead, they are stored in the %rootPath%/tmp directory, in sub-directories named for the user that generated the documents themselves (i.e., %rootPath%/tmp/$userid).  By convention, within the user-specific sub-directories, the files are named using a combination of a reference to the template used to generate the document, and a timestamp indicating when it was generated to provide a clue as to the type and instance of the document they represent. 
Although not referenced in the dc_document table, a user’s temporary documents are accessible to via the Tools  Temporary Files interface for a period of time defined by the number of days established by the removeTmpFilesOlderThan variable defined in the scheduled cleanup daemon. 
Adding documents to the repository
There are two ways for a document to be incorporated into STARS2 document handling:  Upload, or Internal generation.  This section describes those two operations.  Regardless of which operation introduces a document into STARS2, users can access/download stored documents via download/URL links that the system provides at appropriate places in the user interface.  
Uploading a document
A document may only be uploaded in connection with some artifact --- a permit application, an emissions report or a permit or an instance of correspondence.  Different artifacts support attachment documents from different classes of users.
RCUs may attach upload documents with respect to:
PTI / PTIO Application, at the Application or the EU level
Title V PTO Application, at the Application or the EU level
PBR Notifications
Requests for Administrative Permit Modifications
Emissions Reports
Compliance Reports

DAPC Users may attach documents to:
All of the above, when operating as proxy for an RCU, 
+
Facilities
Permits
[bookmark: _Toc160867771]Section 9.3 describes user interface mechanism for uploading Attachment documents. 
All documents that are uploaded internally follow this pattern.  These files are stored directly in the STARS2 file system document store.  If the document is new (rather than a new version of a document that was previously uploaded), a new row is written to the dc_document table, including the assignment of a new document identifier.  The document identifier becomes the base file name of the file when it is stored in a directory location dictated by the facility with which it is affiliated (if any) and/or the type of document it is.  For example, a user uploads an EAC form for an emissions unit that is covered in a permit application ID A230200 for facility ID 0123456789, and to which the system assigns document ID 98765, then the system stores the file at     %rootPath%/Facilities/0123456789/Applications/A230200/98765.ext 
where ext is the file extension of the uploaded file.
Since the facility ID is stored in the Facility_id field in the dc_document record, the system need only store the string /Applications/A230200/98765.ext in the Path field, since the system automatically prepends the %rootPath%/Facilities/Facility_id to the path when locating the file after it has been stored.
Files uploaded from the portal by RCUs are subject to virus scan by the ITS services that STARS2 uses for this (and other) purpose(s).  If a virus is detected, the file is not stored.   In rare instances, this can cause the two file pointers[footnoteRef:44] to become out-of-sync.  If virus detection or some other condition prevents a file from being written to the data store, the ITS-maintained pointer is never established, while the STARS2 pointer remains set.   [44: Each file has a database pointer established and maintained by STARS2 document management services and a file system pointer  assigned by ITS when the file is written to the file system on the ITS-owned/managed server(s).] 



[bookmark: _Ref188770064][bookmark: _Toc160867772][bookmark: _Toc203908898]Figure 38: Interaction with the STARS2 Document Store

This can cause STARS2 to present a document reference based on the existence of a valid database pointer for the document, when, in fact, there is no file system pointer to the file. To address this, The user will be required to upload the file again, presumably after it has been cleared of any virus.
[bookmark: doc_gen][bookmark: _Ref188950286] Generating a Document
Documents that are not explicitly uploaded via user action can only be introduced into the managed document store through document generation.  STARS2 can initiate this operation in response to business rules in the system or an internal user may generate one or more documents on demand.  In either case, the operation is identical from the viewpoint of the common document generation paradigm. 
This capability will be used for the production of form letters of various kinds, but may also be applied to the generation of an initial Terms & Conditions document for a permit document as well as introductory and boilerplate sections of a permit document ‘package’ being issued at any stage of the permit development process.  Document generation capability is available to authorized users via the Tools tab, through the Document Generation and CO Document Generation 2nd level menu items
Each generated document is based upon a defined template created using MS Word 2007, including its XML capability.  The templates can, and nearly always do, include XML elements based on data in one or more STARS2 objects.  Templates may contain one or more of two XML elements:  property and foreach.
 The property element provides a vehicle for the template to identify a data item to be substituted at that point in the template during a document generation operation based on it.  Each property element contains a [required] property attribute, an arbitrary name that maps to a piece of data.  Within the template itself, the string used to represent the property element’s property attribute (i.e., its name) can be, and usually is, a user-understandable word or phrase describing the content of the data item.  The property, however, maps to a data item defined in Word Attributes.xlsx[footnoteRef:45], that in turn maps to a defined data item in a defined object type.  Properties must be named (confusingly, the name of a property is called the property element’s property attribute).   [45:  In the development environment, this file is located in J:\SHARED\UNICON\Form letters.] 

The foreach element supports looping within a template.  For example, if a section of permit document must  be produced repeatedly, once for each EU covered by the permit, then the foreach element implements this.  foreach elements can be nested. In addition, depending upon its usage, the property element can have additional attributes, most notably, the required attribute (value = Y|N) which is set to  ‘Y’ if the element is required in order to process the template and produce the target document.. 
These elements instruct the system to substitute data associated with a particular entity into a template in order to create a document tailored to the entity and the operation being executed.  The system performs the following generic steps in producing any document:
1) Locate the template for the target document 
2) [bookmark: _Ref190072508]Create an instance of a DocumentGenerationBean.  The bean includes separate methods to extract all data that may be needed from various types of objects (e.g., Permit, Facility, etc.).
3) Determine the type of artifacts that contain the data elements that the template requires. This determination is based upon the hard-coded business rules that apply w/r the operation being performed.
4) [bookmark: _Ref188941346]Populate the bean with data from the appropriate instances of the required artifacts, using the methods mentioned in item 2) above.  Methods are only called for artifacts required by the template being processed.
5) Determine the [full] destination file path for the document file.
6) Create a document file instance (the target document) at the destination location determined above.
7) Execute the parser:  hunt through the template and looks in each XML file for foreach and property XML tags.   
8) Write the template content, with all substitutions made, in the created document file.
If the operation is a ‘temporary’ batch job (i.e., involves generating multiple documents from the same template for different entities), for example, a batch of form letters, then the system repeats the appropriate steps of this process, and, in addition, Creates a .zip file containing all the document instances.  The system makes this file, as well as the individual document files generated, available to the user via the Tools  Temporary Files interface, (see Section 26.8) where they remain for a short period of time before they are removed by the daemon process that cleans up temporary files. 
[bookmark: attach][bookmark: _Ref191098725][bookmark: _Toc203908728]Attachment Processing
Many operations within STARS2 include the ability for the user to ‘attach’ documents to the object they are manipulating (e.g., a permit application, an emissions report, a facility profile) with special handling over and above the generic document generation capability described above.  STARS2 provides reusable code for managing such documents (e.g. external files), including an approach-consistent UI for the listing of documents and screens used to add, edit and remove documents, including manipulating database records as appropriate to support these operations.  The common attachment-handling de-couples the user interface aspect of document management from the associated STARS2 object, but only as much as is required. This enables different sections of STARS2 which rely on document management to provide a consistent user iinterface to the user and a single code base for some aspects of the underlying software.  This capability is employed for facility and EU-level attachments under the Facilities tab, Compliance Reports attachments and attachments to Permits. 
All Attachments share some common attributes that a user specifies when uploading the attachment and that the system displays in an Attachment datagrid within the associated artifact’s sub-system.  These include a text Description of the document, a variable indicating the document Type (although the range of applicable types varies among the associated objects), the date that the document was uploaded or modified, and the user who performed the last such operation on the document.  However, objects have different requirements with respect to attachments; for example, some objects handle two versions of attachments documents – one public, the other containing trade secret information; for some objects, certain types of attachments are required or require attachment-specific handling, etc.   Therefore, Attachment handling is conceptually the same across all its instances in the system, the screen and operational details may vary slightly.  This section illustrates an example of Attachment handling.  All mechanisms are variations on these.  
Figure 41 illustrates the sequence of screens traversed by an external user to add an attachment to a Permit Application[footnoteRef:46] that the user builds[footnoteRef:47].  This is an example of attachments that may contain trade secret >information as well as an object which has required attachments.  This user interface employs the standard browser upload mechanism.  The screen segment marked A, a datagrid listing the current attachments appears within the subsystem for any of the document-supporting artifacts.  In this case the Attachment datagrid appears on the object’s Detail window, as illustrated in Figure 39.    [46:  These screen shots are illustrative of Permit Application attachment-handling.  However, the do not reflect the precise appearance of the screens in the current system.]  [47:  DAPC users and RCUs are permitted to attach documents to different objects.  However, the attachment screens are similar and hence are presented here only once.] 


[bookmark: _Ref191102401][bookmark: _Toc203908899]Figure 39: Facilities --  Attachments Datagrid
Figure 40 illustrates another format of the Attachments datagrid.  This one is for attachments to Facilities; it appears when the user selects the Attachments item on the third-level menu of any page within the Facilities tab.

[bookmark: _Ref195335487][bookmark: _Toc203908900]Figure 40:  Permit Application Attachments Datagrid, supporting Trade Secret Documents
Attachments may or may not be uploadable (and/or editable) directly from the screen that displays the Attachments datagrid.  In some cases (Facilities and Permits), a third-level menu item provides access and/or ‘edit’ capability for the Attachments; in some, the must first select ‘Edit’ to go to Edit mode for attachments.   When the user selects the Add, Add Attachment or Upload button on the datagrid that supports the operation, the system brings up a popup window like B.  In each popup window, the user is asked to provide (or browse to) the pathname to the file for the system to upload.  Other fields in this popup are context dependent; for some, selecting of a value may trigger the appearance of additional input fields in the popup and/or impact the presentation of other data input fields that characterize an attachment.  The example shown below is for EAC documents being added as attachments to a permit application; the additional EAC Form Type must be entered for them.  
After completing the fields in the popup, clicking on the  Apply,  Save or Create button in the popup, the Document Management sub-system enters the document into system, including uploading it to the STARS2 document store.  (This happens whether or not changes are Save’d to the associated object if it is in Edit mode.)  Once entered into the system, the documents appear in the Attachments datagrid.  In that datagrid one or more fields are links.  One link may take the user back to the popup where s/he may modify the variable data related to the attachment.  Others, however, normally download the document they reference.  If the user’s browser supports the mime type of the attachment, it will open the document in a new browser window.  Otherwise, it will download the file to the user’s PC.  In either case Save’d changes to the downloaded document are local to the user’s PC.  To save attachment changes to STARS2, a revised file must be uploaded again.

[bookmark: _Ref148176737][bookmark: _Toc203908901]Figure 41: Attachment Example: Create an Attachment to a Permit Application

[bookmark: _Toc203908729]Extended Document Tracking
Each entity with which documents may be associated also maintains an entity-specific document table that extends dc_document with document data relevant to that entity.  The chapters of this document specific to these entities cover the supplemental table(s), the data stored in these tables and its use.
[bookmark: _Toc203908847]Table 6: Supplemental Document Information
	Entity/Object
	Supplemental Document Data Table
	Section Reference

	Facilities
	fp_facility_attachments
	

	Applications
	pa_application_document
pa_pbr_notification_document
pa_rpc_request_document[footnoteRef:48] [48:  rpc, which stands for Request for Permit Change, is obsolete terminology.  It has been replaced in STARS2 by RAPM or Request for Administrative Permit Modification.  However, since they are not visible to the user, database table names were not modified.] 

	

	Permits
	pt_permit_documents
	

	Emissions Reports
	rp_report_attachments
	22.6.7

	Compliance Reports
	cr_per_attachments
cr_tvcc_attachments
cr_other_attachments
	

	Correspondence
	dc_correspondence
	9.5


 
[bookmark: _Ref188853625][bookmark: _Toc203908730]Correspondence
Correspondence is a special case among the documents that STARS2 manages.  Each correspondence type represents a collection of data that is sent to a particular person, agency or facility under well-defined circumstances.  Correspondence may be generated by the system (for example, invoices), generated on demand (for example, reminder letters) or manually entered by a user who wishes to track a piece of mail Correspondence may map to a template defined in the dc_template_type_def table, but is not required to do so. It may or may not be stored in the STARS2 document store beyond its generation or upload.  
Each correspondence type (as stored in the dc_correspondence_type_def table) has a flag indicating whether or not the system should save a copy of the correspondence, and an optional template_doc_type_cd, if the correspondence is generated using a defined template.  From the perspective of STARS2 document management, an instance of correspondence is a single document.  However, that document may have been manually created or assembled using multiple documents, some of which may be generated by STARS2 as part of other operations, or on demand.  An example of such correspondence would be a permit issuance package.  
STARS2 stores the following information about each correspondence instance:
· Correspondence ID – a unique, system assigned identifier for a piece of correspondence.
· Correspondence type code – the ‘type’ designation of the correspondence instance.  STARS2 can only track correspondence of pre-defined types 
· Date generated – The date on which the correspondence was generated.  
· Document ID – For correspondence that is ‘Save’d in the STARS2 document store, the document identifier that corresponds to the correspondence document.  If not saved, the field is NULL.
· Facility ID – The facility ID of the facility associated with the correspondence.  In most cases, this is the entity to which the correspondence is sent.  This field may not be NULL, ALL correspondence is associated with a facility.
· RUM process ID – In the event that the correspondence is returned as undeliverable, the internal identifier of the Return of Undelivered Mail process initiated to resolve the discrepancy.  If not returned, the field is NULL.
· Certified mail tracking ID – In the event that the correspondence is sent via certified mail, the tracking number for the mail.  If not sent certified, the field is NULL.
· Certified mail receipt date – In the event that the correspondence is sent via certified mail, the date that the certified mail receipt is received.  If not sent certified, the field is NULL.
· Additional information This field takes the place of ‘Notes’ for these objects – A text field for providing additional information regarding the correspondence instance.  This field is one of the search criteria for Correspondence Search (see Section 26.6), providing flexibility for searching among correspondence instances.
· Last modified[footnoteRef:49]  [49:  This attribute, common to many STARS2 database tables, is described in Section 14.3on page 103.] 

Correspondence tracking is inextricably linked the general document management paradigm.  Figure 42 illustrates the relationship between 
· Documents – files stored in the STARS2 document store
· Correspondence – documents (in the generic sense), not necessarily stored in the STARS2 document store where each represents a trackable ‘package’ that is mailed (or otherwise delivered) to an individual or a company outside of DAPC.
· Templates – well-defined MS Word 2007+ files, using MS XML to define correspondence and other documents generated by the STARS2 system.  Every instance of a document (in the generic sense) that STARS2 generates is identified with a specific Template type.
· Bulk Operations – Automated activities that may employ templates, produce correspondence or other documents and/or execute other operations applicable user-selected set of entities, initially filtered on the basis of criteria limited in scope to a well-defined set of attributes (for a well-defined set of artifacts).
 
[bookmark: _Ref190952221][bookmark: _Toc203908902]Figure 42: Document, Correspondence and Bulk Operation Database Table Relationships
[bookmark: _Toc203908731]Document ACCESS                                                                  
DAPC Document Access
DAPC may access any document associated with a submitted artifact, as well as any stored document they may have created or generated.  In all cases, the access mechanism is a Download link provided in the user interface for the associated artifact.  In the case of attachments initially provided by the RCU, DAPC has only read access to the document file(s).  DAPC users can download the attachments from the detail page for artifact.  In the case of stored documents they have uploaded or generated, whenever the document is ‘Save’d, it is written back to the document store.  
RCU Document Access
Documents associated with the activities of portal users are, as mentioned above, stored in the same (although logically separate) file system repository as those associated with DAPC activities.  RCUs, operating outside the EPA firewall, in the DMZ, enter facility data, permit applications and other requests, emissions reports and compliance reports via web forms.   Therefore the only ‘documents’ that RCUs work with are attachments to facility profiles (at the EU level), permit applications and other permit-related requests, emissions reports and/or  compliance reports that they wish to submit in support of the associated artifacts.  All such attachment documents are created and edited on the RCU’s local machine (or elsewhere); STARS2 has no control over the tool(s) used to create and/or edit them.   
In other words, when a RCU ‘Save’s a document they intend to submit as an attachment to an application or report, it is saved only on their local disk. STARS2 only preserves their work when they initially upload the attachment(s) or upload a modified version of an attachment already associated with an application or report.  Conversely, the RCU can download any attachment file referenced in their application or report to their PC.  However, any changes made to a downloaded attachment document are only stored locally until the user explicitly Uploads the modified document.   Portal users may upload, delete and/or replace attachment documents any number of times before they are submitted.  Once submitted, however, the attachments become read-only, i.e., they cannot be replaced.  When the RCU ‘Submit’s an artifact, all associated attachments are taken from the document repository (rather than any version that the user had subsequently Save’d locally), packaged with the actual artifact object and transmitted to the internal DAPC database.
[bookmark: _Ref192153991]Access to Temporary Document Files
Some document operations produce documents that are transient.  Normally such documents are presented to the user in a form that they can save, print or otherwise preserve.  However, they are not ‘Save’d in the STARS2 document store.  As a fail-safe mechanism, STARS2 saves such files in a user-based temporary repository.  Files generated as a result of user action, including a zip file containing database object data + attachments to that object if applicable, are accessible to that user for a short time period from the Tools tab  Temporary Files menu item.  As long as the files exist there, the user is free to preserve them using standard operating system and/or browser capability.  However, STARS2 runs a scheduled periodic job to clean up such files.  Like the autonomous analyses mentioned in Section 4.3, the daemon runs on a fixed schedule to clean up obsolete and temporary files. 
[bookmark: _Toc203908732]Repository Sizing
On the basis of the assumptions and estimates reflected in Table 7, we estimate that a file system repository of at least 1.395 Terabytes will suffice for DAPC for the foreseeable future.

[bookmark: _Ref188770130][bookmark: _Toc203908848]Table 7: Document Repository Sizing
	[bookmark: _Ref147730362]
Facility Type
	# of Facilities
	Avg EUs per Facility
	
Document Type
	Est Max per Facility
	Avg Size 
(in MB)
	Total 
Size 
(in MB)

	Non-Title V Facilities
	17,000
	5
	Any
	20   
	0.50 
	170,000

	Title V Facilities
	1,000
	100
	EAC Forms
	200*
	0.25
	50,000

	
	
	
	Process Flow Diagrams
	50
	0.50
	25,000

	
	
	
	Excel Spreadsheets
	10
	15.00
	150,000

	
	
	
	Permit Documents
	20
	50.00
	1,000,000

	*Allows for both trade secret and public EAC forms for every EU
	
	
	
	
	TOTAL
	1,395,000

	
	
	
	
	
	=
	1,395 GB

	
	
	
	
	
	=
	1.395 TB


[bookmark: _Ref193875254][bookmark: _Toc203908733]Version Tracking
The STARS2 tracks changes to both simple and complex data objects.  The system employs several different strategies to track changes, based on the object that is being changed, the anticipated frequency of change, how the versions are expected to be used.  The strategies that STARS2 uses to track versions of data and documents are described below.[footnoteRef:50]  [50:  In addition, a discussion of Facility Profile versioning, which combines the mechanisms described in this section, may be found in Section 17.7 on page 148.] 

[bookmark: _Toc203908734]Modification in Place
For some data objects it may be sufficient to modify the objects in place.  The system may (or may not) record such changes through an audit trail.  Whether a change is logged depends on whether the table in which the modified attribute resides (in the database) is flagged as subject to logging, and whether the attribute being modified is also so-flagged.  These flags will be set a part of the initial system configuration and will not be modifiable through an administrative interface.
Logged Modification in Place
For any table that is determined to be auditable, the changes will be recorded in a Field Audit Log (FAL[footnoteRef:51]) on an attribute basis.  The old version of the data object will not be maintained per se, but the system keeps a record of the modified object attribute. For any change to an attribute for an audited object, the log entry includes  [51:  See Section 11 for further details on the operation of STARS2 logging mechanism(s).  Access to the Field Audit Log (FAL)  is covered in Section 12.2.  The System Event Log (SEL) is viewable from the Facilities tab or Tools  Event Log for DAPC users and from the Air Services Home Page for their facility for the RCUs.] 

· name of the object / table
· key to the object instance being modified
· attribute being changed
· old value
· new value
· who made the change (i.e., system login for user changing value)
· when the change was made; timestamp is stored in milliseconds, but displayed as shown below.

[bookmark: _Toc203908903]Figure 43:  Field Audit Log Search Result List
The table/attributes designated to be logged are those that are available in the pick lists (Category, Attributes).  See also Section 26.5 for additional information on the Field Audit Log.  
Modification in Place Without Audit Trail
If only for performance reasons, it is not prudent for STARS2 to provide an audit trail for every change to every data item in the system.  Some data objects contain only data for which every change in value need not, and indeed, should not from a performance standpoint, be logged.  In exercising its capabilities, the system itself frequently modifies values in the database.  Clearly, not all of these changes should be logged.  However, some data modifiable via the user interface may also fall in this category.  Examples of such data include changes to
· role(s) assigned to a user
· simple reference data
· workflow assigned to service in the service catalog
· user-defined data field values 
[bookmark: _Toc129763533][bookmark: _Ref148772059][bookmark: _Ref162937603][bookmark: _Toc203908735]Time-Based Versioning
Some changes require that an older version of an object be timed out and a new version be made ‘current’ or ‘active’.  A emissions reporting fee schedule is a simple example of an object which falls into this category.  Emissions reporting fees are fixed at any point in time.  However, they change over time.  In the event that an emissions report has to be re-submitted, based, for instance, on a change in configuration or status discovered sometime after the emissions report is filed, then the system must be able to identify the emissions reporting fee schedule that was in effect for the period being reported upon in the re-submit.  In general then, the system must support the ability to ‘retrieve’ the emissions reporting fees that were in effect at any given point in time.  

For data objects that employ time-based versioning, the object or table contains two time fields:  begin time and end time.   When the object, in this example, the emissions reporting fee schedule, is changed, then the current fee schedule’s end time is set; a new fee schedule instance is created (identical to the old with the exception of whatever changes are being introduced at that time) with begin time set to the same value as the end time of the previously ‘current’ record and an end time = null.. 


[bookmark: _Ref162345342][bookmark: _Toc160867775][bookmark: _Toc203908904]Figure 44: Time-based Versioning Example

Through this mechanism, the system can easily identify the active emissions reporting fee schedule (or other object subject to time-based versioning) at any given instant in time. Figure 44  illustrates how STARS2 uses the begin and end dates to indicate the ‘current’ version of any data object that is versioned on the basis of time.

[bookmark: _Toc203908849]Table 8: Time-Based Versioning
	Object
	Start Date
	End Date

	Title V Fee Schedule v1
	01/01/2003
	02/15/2005

	Title V Fee Schedule v2
	02/15/2005
	5/17/2006

	Title V Fee Schedule v3
	5/17/2006
	null

	
	
	

	PTIO Workflow v1
	02/15/2006
	04/15/2006

	PTIO Workflow v2
	04/15/2006
	null




Other examples of data objects to which time-based versioning applies include
· Reference tables that drive fee schedules
· Entries into STARS2 internal version of FIRE database 
[bookmark: _Toc129763534][bookmark: _Toc203908736]Snapshot Versioning
Both for legal and historical reasons, STARS2 must ‘version’ many objects and documents[footnoteRef:52], either individually or in concert with other objects or documents.   Therefore, STARS2 must be able to store and reproduce such objects in their exact state for a given content or status change as well as for specified points in time.   [52:  Documents are MSWord files stored in the STARS2 document repository; objects are logical database entities, instantiations of java classes defined in the STARS2 schema.] 

We envision a conceptually common mechanism to accomplish this:  
· Objects that require versioning have associated ‘start’ and ‘end’ times indicating the period during which they are applicable.  They also have a version_id that can be associated with objects and/or documents that are linked to the versioned object.
· All attachments to versioned objects are treated as independent documents and stored as such in the STARS2 document store; that is, no data or information that might be in an attachment is extracted or stored in the DAPC schema.
· A Facility Profile is marked ‘copy-on-change’ whenever it has an Emissions Report or Permit Application associated with it.  The copy-on-change paradigm assures that the effective object is forever associated with the versioned object, but storage space and processing effort is optimized by not making a physical copy unless/until it is required.  That is, until a Facility Profile is associated with an object, changes can be made in place; these do not cause a version of the profile to be archived.  Other objects that are subject to snapshot versioning however have versions archived whenever something in the object changes.
· Object versions are stored (as database objects) in the DAPC database, while document versions are stored in the STARS2 document repository.
Every submission that requires a Pin-controlled action (for input objects) or a Director’s action for output documents (i.e., PIN entry for input objects; Director’s action for output objects) is subject to snapshot versioning.  Attachments will be ‘versioned’ (and retrieved) along with the objects they reference.  These documents and/or database object copies are maintained permanently for future access within STARS2 unless they are manually deleted from the repository.
Paper copies of versioned objects (e.g., permit applications) may be maintained in hard-copy by DAPC personnel.  DAPC personnel will enter the data from the hard-copy submission in the same manner that the RCU would have, had he/she chosen to submit the application via the EPA web portal.  Although the system support scanning the original paper copy in as an attachment to the permit application object, it will not require them to be scanned in, or scan them automatically.  

[bookmark: prt_obj][bookmark: _Toc203908737][bookmark: _Ref138490111][bookmark: _Ref138746426][bookmark: _Ref138746432][bookmark: _Ref134955751][bookmark: _Ref134955756]Printing Complex Objects
For complex objects such as facilities, applications, and emissions reports, only the document attachments are stored in the document repository as described in Section 9.  The artifacts themselves, e.g., the facility (as represented in its Facility Profile, including its many components), submitted Application or Emissions Report, are stored within the STARS2 database.  They are “documentized” only when the user elects to view or generate the complex object in a format suitable for printing.  The ‘object’ in this case is the data that make up the ‘object’ (stored in the database) + its attachments.  This capability is available for the objects listed in Table 9 below, via the navigation path and operation indicated.
[bookmark: _Ref193177898][bookmark: _Toc203908850]Table 9: Viewing and Printing Complex Objects
	Object
	Navigation Path
	Operation Button

	Facility

	Facility Profile  Facility Information
	Show Profile Report

	Permit Application
	Applications  Application Detail
	List Public Documents
List Public and Trade Secret Documents
Generate Zip File

	[Permit] Issuance Package
	Permits  Permit Detail
	No direct STARS2 operation; instead STARS2 can produce various pieceparts of the package,, including:
· Introductory Package (cover letter, title page, table of contents, authorization, Standard Terms and Conditions)
· Fax Cover Sheet
· CC Address Labels
(DAPC Personnel then assembly the Issuance Package manually and upload the ‘final’ package, which STARS2 stores and can print when requested to do so.)

	Emissions Report

	Emissions  Emissions Report Detail
	Print Emissions

	Compliance Report

	Compliance Report  <Report Type> Report
	Generate PDF



When a user selects any of these capability, the system creates either a PDF file that contains a representation of the database information (taken from the users’ input submitted via the web) or a‘zip’ file that contains a such a PDF file, as well as every attachment or other component to the artifact.  In the former case, the system brings the PDF file up in a separate window, from which the user may print it directly (using browser/PDF capabilities) or copy it to a location of their choice for preservation and/or later printing.  STARS2 does NOT preserve a printable version of the database information.  It does, however preserve all document attachments. 
[bookmark: logs][bookmark: _Toc203908738]Logging
[bookmark: _Ref188694803][bookmark: _Ref188694826][bookmark: _Toc203908739]System Event Log (SEL)
The system Event Log records significant events and milestones within STARS2.  For the most part these events represent workflow state transitions that have been designated as Milestones in a workflow template definition for a workflow that tracks objects or processing within the STARS2 system.  For example, the system records an Event Log entry when the user assigned the DO/.LAA Application Intake/Reviewer role for a facility approves the permit application. 

[bookmark: _Toc203908905]Figure 45: Tools --> Event Log display

The System Event Log is visible to RCUs from the via the Event Log menu item in the left navigation menu on the Air Services Home page.  RCUs can see only event log entries related to their facility.  The log is visible to DAPC users via the Event Logs third-level menu item on the Facilities  Facility Profile page, filtered to present only the event log entries for that facility or at Tools  Event Log (second-level menu item) which can access event log messages across facility via an Event Log Filter search criteria.  The Event Log Filter offers keyword search, as well as filtering on the basis of Event Type, Date, and/or Staff member, providing a flexible mechanism for querying the Event Log to meet most needs.   In this example, the first 6 of 742 events pertaining to facilities with IDs starting with 02 (i.e., those facilities served by the Ohio EPA, DAPC, Northeast District Office).
[bookmark: _Ref188694692][bookmark: _Ref188694705][bookmark: _Toc203908740]Field Audit Log (FAL)
STARS2 uses a field audit log (FAL) to record changes to a fixed set of database fields.  The set of attributes that require logging are specified in the following spreadsheets available at J:\SHARED\UNICON\Requirements:
· Air Facility Profile 3.5 or later
· PermittingAttributesv6.3 or later
· STARS2Objects61 or later
Any time any flagged attribute changes, the system records the change in this log.  The following information is included in a FAL record:
Field Audit Log ID – a unique identifier for the FAL entry
Attribute Code – The code (from the FL_ATTRIBUTE_CATEGORY_DEF table) for the attribute being modified.  
Facility ID – The facility ID for the facility to which a change was made.
Facility Name – The name of the facility to which the change was made.
Unique ID – This field identifies the instance of the object to which the attribute refers.  For example, if the attribute Control Equipment Operating Status is modified, then unique ID will identify the particular piece of control equipment (by its fpnode_id) to which the attribute change applies. 
Old Value – The value of the attribute before it was modified.
New Value – The value of the attribute after it was modified.
Date of Change – The date on which the change was entered into the STARS2 system.
User ID – The identifier for the user under whose login the change was made. 
Last modified – A sequence number that allows the system to keep track of attribute changes.
Internal DAPC users with appropriate permissions have access to this log via the Tools  Field Audit Log navigation path.  They can filter their FAL access on the basis of Facility ID (including wildcarding) and/or [required] Category, where the category indicates the object with which an attribute change is associated.  For some categories, the user can further limit the search on the basis of the specific attribute modification of interest.  Figure 46 illustrates the Context Filter for FAL access. 

[bookmark: _Ref159744922][bookmark: _Toc160867776][bookmark: _Toc203908906]Figure 46: Field Audit Log (FAL) Context Filter
Figure 47 shows the datagrid that results from a search for all log entries in the Permit category that report changes to the value of the Draft issue date attribute.

[bookmark: _Ref192154853][bookmark: _Toc203908907]Figure 47:  Field Audit Log (FAL) Search Result

Logging operations are handled through the database object with which a tracked attribute is associated.  BaseDB object code provides a method, checkDirty( ), that handles tracking changes and constructing log entries that reflect those changes.  Log entries have the format
<propertyName> was changed from <oldVal> to <newVal> on <modDate> by <user>
When one or more attributes designated for logging changes within a database object, the “dirty flag” is set on the object.  The object also has a Hash Map of the original values for the properties that were changed.    Since all database objects are derived from BaseDB,  by calling the checkDirty( ) method in the setters for the properties that require logging in the FAL, any database object handles logging independent of the specifics of that individual database object.   Log entries have the format
<propertyName> was changed from <oldVal> to <newVal> on <modDate> by <user>
Any business object in which a tracked attribute can be modified accesses the appropriate FAL entries using the getFieldAuditLogs( ), also defined in the BaseDB object, whenever an associated database object that includes tracked attributes is written to the database.  For example, in FacilityBO, upon 
infraDAO.createFieldAuditLogs (facility.getFacilityId (), facility.getName(), getUserId(), facility.getFieldAuditLogs()); 
[bookmark: _Ref194208171][bookmark: _Toc203908741]Help Subsystem
[bookmark: _Toc203908742]Overview
The context-sensitive on-line help sub-system in STARS2 is an implementation of an open-source package available from Oracle:  Oracle Help for the Web (OHW), which provides a web interface to the functionality of Oracle Help for Java (OHJ).  The package provides an infrastructure and utilities that make it relatively easy to create online help files and display them appropriately throughout the web application.  Oracle provides extensive direction and help for using the package, including a Help Guide that itself utilizes the OHW infrastructure and support.  Therefore, the discussion here will focus on the design/implementation/use of  STARS2 Help, while more detail concerning augmentation and maintenance of the help files is covered in the STARS2 System Administration Guide [12].   Some examples in this chapter are taken from that Help Guide, and so, reflect Oracle Help content rather than STAR2 content.
We use some OHW vocabulary in this section:
[bookmark: _Toc203908851]Table 10: OHW Terminology Used in this Section
	control files:
	project-specific XML files that direct OHW with respect to the universe of project-specific help

	helpset:
	universe of (project-specific) set of help topics along with the associated control files for the implementation of a single instance of OHW.

	branding:
	project-specific text or graphic that appears in the upper left corner on each help page (both navigation pages and topic pages) 

	navigation window:
	window that offers the Table of Contents for the helpset to the user.  Normally, this is the entry window to the Help Implementation Instance.  

	chapter:
	a help topic that subsumes multiple sub-topics.  A chapter is designated 
in the Table of Contents tree.

	topic:
	a subject that has help content associated with it.  This content is defined in a <topic>.html file and is displayed when the user selects the topic in the Table of Contents or when s/he selects the ‘Help’ link on the page for the navigation use case with which the topic is associated.



STARS2 help defines separate OHW instances for the internal STARS2 system, and the STARS2 Portal or Gateway system.  From an implementation standpoint, each OHW instance comprises a single configuration file, several control files, and HTML topic files for each topic in the project-specific Help Table of Contents (TOC) plus any topics for which help content is provided, that may not be in the TOC, but may be accessed from other Help topic pages.  This chapter discusses how the initial deployment of OHW for STARS2 will be set up.  Information about the Care and Feeding (i.e., post-deployment Administration and Maintenance) of STARS2 Help may be found in the STARS2 System Admin Guide [12], which includes links to helpful websites with respect to understanding how OHW works and how it functions in the STARS2 environment.
Links to most of the helpful information Oracle provides may be found using Oracle Help Technologies., which provides a link (in the upper right corner under “Learn More” to the Help Guide referenced above).  
[bookmark: _Ref194122763][bookmark: _Toc203908743]Implementation
Help for the system is divided into two completely independent implementations of Oracle Help for the Web:  Stars2Help and Portal Help, each of which comprises a single helpset, 'stars2'.  The STARS2 build procedure knows how to build and install the help files during the process of building/installing each of these software applications.  Although some topics are the same or nearly the same with respect to both audiences, the files must be replicated in the source tree in order to facilitate the distinct applications.  In the remainder of this chapter, the term STARS2 Help includes both the internal application help and the portal application help, unless otherwise specified.
STARS2 help is available at the navigation use case level (see Section 15).  For every screen that STARS2 presents to the user, there is a link labeled ‘Help’ in the upper right corner  Th. at link takes the user to a context-sensitive file that provides help for that page.  This is particularly important on the screens that require user input, since the help can guide the user with respect to the fields they must and/or may complete.  It can provide a description of what the user sees on the screen, as well as information on the purpose of the screen and how the data is presented, manipulated and employed within STARS2.  Note that in some cases, there is more than one help file associated with a screen, in that, for example, all the Permit input screens are part of the 1st level Permit Detail page.  In cases where the help has been divided into separate files, each link with the ‘parent’ use case takes the user to the page associated with the 1st level Detail Page.  If, for example, the user selects the help link on the Permit Detail page, then the information on the Add/Remove EUs and Add EUs from Facility operations, which bring up different screens, will either be embedded in the Permit Detail help page, or will have separate help pages that are linked to that help page.  Note that the downstream help topics do not appear in the TOC.  They are subsumed under the ‘parent’s TOC entry.  
[bookmark: _Toc203908744]Look and Feel
OHW employs cascading stylesheets to enforce a common look and feel across all the screens in the help system.  This assures that the project-provided help topic pages have the same look-and-feel as the pages produced by OHW.  The package provides a stylesheet (blafdoc.css) that implementing the BLAF (Browser Look and Feel) standards described in BLAF Guidelines.  We have augmented that styleheet with another that implements styles that are particular to STARS2.  For example, the stars2.css stylesheet file changes the primary color for screen objects from blue (as defined in the BLAF Guidelines) to green, to integrate more easily with the look and feel of the eBusiness Center though which RCUs access STARS2.  
STARS2 brings up help topics in popup windows so that the page from which the help is accessed is visible along with the help information.  The popup windows are scrollable, but not resizable at this time.
[bookmark: _Toc203908745]Control Files
OHW provides specifications for the required (and optional) files that control ach OHW instance.  This section provides a brief overview of those control files that the STARS2 help implementation uses[footnoteRef:53].   More detail on these files, including how they are impacted by  augmentation or modification of help topic files, may be found in STARS2 Admin Guide [12]. [53:  There are several additional control files in OHW that provide more complex capability than the STARS2 implementation needs or uses.  These files are not covered here.] 

The control files are constructed in XML.  They provide guidance to OHW with respect to the topics and files that are included in the helpset and how they are to be handled.  
Configuration file:  Ohwconfig.xml
There is exactly one instance of this file in any OHW implementation instances.  It identifies all the helpsets in the instance (in our case, there is only one), along with branding information (in our case the Ohio EPA logo).
Table of Contents file:  toc.xml
The toc.xml file specifies the Table of Contents for the OHW helpset instance.  OHW can be configured to build a Table of Contents individually for each helpset defined in ohwconfig.xml, or to merge the Table of Contents files across helpsets.  Since each instance of OHW implemented in STARS2 contains a single helpset that covers the entire universe of help topics, STARS2 is not currently using the TOC merge capability. 
Explicit index file: index.xml[footnoteRef:54] [54:  The Index tab has been hidden for the initial release of STARS2, as the index.xml file was never designed and/or implemented.] 

This file controls the building and navigation of the Index that users access via the Index tab in the OHW Navigation Window.  Similar to the TOC file in format, the project administrator (or whoever builds and maintains the OHW instances) specifies each word they wish to appear in the index, and all the topic pages they wish to have associated with that index term.
Search index file: <index_file_name>.idx
An OHJ library function generates this file from all the topic files (*.html) that make up the helpset[footnoteRef:55].  The function parses every topic file and constructs the keyword index that the Search tab in the OHW Navigator Window uses to implement its keyword search.  This utility must be run manually to re-generate this file anytime a topic file is introduced or modified.  [55:  In the case of multiple helpsets, which STARS2 is not currently using, OHJ/OHW can easily be configured to build one index file across all  helpsets or one index file per helpset] 

Target-to-filename mapping:  map.xml
This file maps the ‘tag’ that identifies each entry in the TOC to the HTML file that provides the topic content for that topic.  
[bookmark: _Toc203908746]Help Navigation
On the basis of the control files discussed below, and the topic files provided for each help topic, OHW provides a robust cataloging and indexing infrastructure.  The OHW Navigation Window offers a (STARS2-defined) Table of Contents as well as a (STARS2-defined) Index, and a keyword search mechanism built by OHW from the totality of the topic files in the helpset.  
Table of Contents Window
The Table of Contents window displays the TOC defined in the toc.xml file.  It shows the top level Chapters in the helpset.  Figure 48 shows a sample STARS2 TOC window.  Each is a chapter that subsumes multiple topics.  The user may click on this icon in the table to see the topics in that chapter.


[bookmark: _Ref194128419][bookmark: _Toc203908908]Figure 48: STARS2 Help Table of Contents Window
Figure 49 shows the Oracle Help Guide TOC window with one top-level chapter (Oracle Help for Java Developer’s Guide) expanded.  Note that within this chapter there is a lower-level chapter as well as several topic pages.  There may or may not be a topic file associated with a Chapter Title in the TOC. 


[bookmark: _Ref194128549][bookmark: _Toc203908909]Figure 49: STARS2 Help TOC - Chapter Expansion
Index 
The Index window, when available, offers the user the index topics that the administrator defined in the index.xml file.  Initially, the system displays the index beginning at the beginning.  Once an index entry is entered and the user selects ‘Go’, if the user’s input matches only one index entry, then the system displays the topic pages that have been identified as being associated with that index entry.  If it matches more than one, then all the matching entries are presented and the user selects one.  If the selected entry is associated with only one topic page, then the system automatically opens that topic for display.  If the index entry is associated with more than one page, the system presents the list off all the “matching” pages and the user selects among them to bring up the page of interest. 

[bookmark: _Toc203908910]Figure 50: Oracle Help Guide Index Window
Search 
The Search tab on the navigation window provides a powerful tool for locating information that may be contained anywhere in the helpset.  There is a simple search, where the user specifies a word or words to search as well as an advanced search, which provides additional mechanisms to filter the search.  The system uses a file generated manually using OHW capabilities that create an index for all words identified in all topic file content.  Figure 51 illustrates both the Simple Search and the Advanced Search windows.

[bookmark: _Ref194131832][bookmark: _Toc203908911]Figure 51: Oracle Help Guide Simple and Advanced Search Windows
View Topic

[bookmark: _Toc203908912]Figure 52: STARS2 Help Facilities Search Topic Window
Topic windows show the content of the <topic>.html file that has been deployed with the system.  Note that each topic page provides links to the ‘previous topic’ and ‘next topic’ in the table of contents. (This is not the same as going back to a previously viewed window.)  In addition, the infrastructure provides two buttons:  Locate in ‘Contents’ and Printable Page, which do exactly as the button label indicates:  the former takes the user to the Table of Contents, at the entry they are currently viewing.  The second provides the help text in a format suitable for printing.
[bookmark: _Toc203908747]Topic Files
The system requires exactly one HTML topic file for each topic in the Table of Contents.  For STARS2, this includes, but is not limited to, one file for each navigation use case, corresponding to a ‘page’ in the system, with the caveat mentioned in Section 13.2.  The latter files map to the use cases defined in the system and therefore to the ‘Help’ links on each of those screens.  In some cases,  there is more than one screen associated with a use case, for example, the Facility  Facility Profile use case has a Facility Information Screen, multiple Emissions Unit Information screens (one for each EU in the facility, regardless of its Operating Status), multiple Control Equipment Information screens (as above, one for each piece of control equipment in the facility’s emission configuration) and multiple Egress Point Information screens (as above, one for each defined egress point in  the facility’s emissions configuration).  Each of these pages link to the same use case based help page.  However, that page can be designed with bookmarks and links to additional pages if desired to facilitate navigation to the appropriate help text.  




[bookmark: Part_IV][bookmark: _Toc203908748]PART III: IMPLEMENTATION-SPECIFIC FUNCTIONAL DESIGN 


[bookmark: _Ref138640587][bookmark: _Toc203908749][bookmark: _Ref136923786]Database Design
[bookmark: _Toc203908750]Overview
This chapter provides general database design and conventions with respect to STARS2.  An Addendum to this document serves as the Data Dictionary for the STARS2 database schema[footnoteRef:56].  It presents database table organization as well as table and attribute naming conventions that are designed to assist any user that has occasion to interact directly with the database.  [56:  Brief comments may also be associated with some tables and attributes in the STARS2 Oracle database.] 

Table and attribute names in STARS2 are intended to be self-documenting to the extent possible. One aim of the data dictionary document is to communicate the meaning and use of the table or attribute data, especially when not obvious from the name; in addition, the descriptions cover the mapping between database attributes and screen elements[footnoteRef:57].  [57:  Use of this information is likely to be limited to very few internal DAPC Central Office users:  those writing custom reports through STARS2, and developers who may have occasion to modify or augment STARS2 system functionality] 

STARS2 provides a user-controllable web interface for viewing, augmenting, modifying and/or deprecating values in most reference data tables.[footnoteRef:58]  This interface is covered in the STARS2 System Administration Guide [12].  Most other data is populated and manipulated by STARS2 on the basis of user input on the various screens STARS2 displays and/or STARS2’s operations based upon DAPC-defined business rules.  STARS2 web interface screens and the STARS2 Management Report definition capability provides user access to database information, as appropriate.  We recommend direct end-user interaction (e.g., SQL) with the data in the STARS2 Oracle database only when instructed for select purposes in the Admin Guide referenced above.   [58:  Nothing in STARS2 precludes any user from accessing and/or modifying data in the STARS2 Oracle database directly using sql queries.  However, we strongly discourage this practice..  ] 

[bookmark: _Toc203908751]Sub-Model structure
The design of the STARS2 database will conform to the database standards provided by ITS [6].  The schema, which includes more than 300 tables, is logically divided into several content- and domain-defined sub-models.  The tables within each sub-model are named, by convention, with a common two-character prefix, as described in Table 11 below.
[bookmark: _Ref136938186][bookmark: _Toc203908852]Table 11: Sub-models for the STARS2 database schema. 
	Sub-model
	Description
	Table name prefix

	Common
	Common data used throughout the system
	CM_

	Compliance Reporting
	Data associated with Compliance Reports of all types
	CR_

	Document
	Data associated with documents
	DC_

	Detail Data
	Metadata associated with the definition of workflow-related data
	DD_

	Field Audit Log
	Data associated with the Field Audit Log
	FL_

	Facility [Profile]
	Facility-related data
	FP_

	Invoicing
	Data associated with invoicing operations (for both permitting and reporting fees)
	IV_

	Permit Application
	Permit Application data
	PA_

	Permit
	Data associated with permits
	PT_

	Emissions Reporting

	Data associated with Emissions Reports
	RP_

	Service Catalog
	Data associated with services managed via the service catalog (i.e., those services that involve fees)
	SC_

	Scheduler
	Data associated with scheduled analyses and functions
	SS_

	Workflow
	Data associated with workflows and/or workflow handling
	WF_



A given table may be used by more than one sector even if it does not have the cm_ prefix. 
An Entity Relationship Diagrams for all-models, which comprise the entire STARS2 database schema has been provided in hard-copy format to DAPC personnel.  The information is stored in the Schema.dm2 file in the system’s source code and is easily accessible via the Case Studios tool with which it was created.
[bookmark: _Ref194204235][bookmark: _Toc203908752]Table Organization
With the goal of normalizing the STARS2 schema; we make copious use of foreign keys, primary foreign keys, compound keys and cross-reference tables.  In addition to the content-specific table grouping described above, we can also group the database tables according to how the system uses them.  
[bookmark: _Ref194409523]Reference / Definition Data 
Reference data comes from various sources.  In general it defines all the valid values for a specific characteristic (i.e., attribute) of an object.  STARS2 provides special handling for some more complex reference tables or those used in very limited circumstances, such as FIRE, SCC Codes and data initially sourced from NEI.  Much reference information is used to populate pick lists on input screens where the applicable attribute appears.  In addition, STARS2 uses reference data for calculating emissions, characterizing objects, where their characteristics drive custom processing, etc.  
Reference data falls into several categories, not all of which are clearly delineated due to the manner in which the data is used.  Many (but not all) reference data tables are named <entity>_DEF.  Each maps an internal identifier to a string that describes the entity or entity characteristic referenced the table name.   Many <entity>_DEF tables are simple definition tables that consist of only the bare minimum of information required to map an internal identifier to a more user-friendly string indicating what the internal identifier means.  The internal identifier may be numeric, in which case it is referred to as an ID, or it may be a short character string, normally up to four characters, referred to as a Code.  The string associated with an ID or a code is referred to as a name (for IDs) or a description (for codes).    For simple definition tables, the only other attributes in a definition table are a flag indicating whether the value is currently active, and a field that indicates its last_modified status. 
Some reference data is internally sourced, while some, at least initially, is externally sourced.  CM_TITLE_DEF, which defines the title by which people wish to be addressed (e.g., Mr., Ms., etc.) is an example of the former, while CM_SIC_DEF, which stores the universe of Standard Industry Code values has its initial source outside the agency.  This is an example of a definition tables used to store and translate values defined by the US EPA and/or other external organizations. Some of the tables provide only the value-to-display string mapping, while others include additional attributes that are associated with the values of the data.
STARS2 uses several mechanisms to initially populate reference data tables.  These include:
Script files specify hard-coded value sets that are written to the database when the files are run upon system installation.
Flat files that may initially come from various sources, may be read in, and ‘converted’ to SQL statements that are then inserted into the STARS2 initialization scripts.  In some cases the data that comes from external sources (NEI, USEPA, etc.) may have been manipulated and/or modified by DAPC personnel before being ‘installed’ in STARS2.
Some definition set values have been specified internally by DAPC personnel, for example
Life-cycle and/or status values for applications, permits, reports, facilities, emissions units, etc.
Locational and/or geographic values for facilities, cities, states, etc.
Categorization, or type, values for equipment (e.g., control equipment, egress points), documents (e.g., ..),  contacts, addresses and many other conceptual objects in STARS2  
Classification values for facilities and emissions units w/r permitting, emissions reporting, 
Database naming conventions apply to most Reference/Definition tables.  Table names end with the suffix _DEF (and only tables containing Reference/Definition data end with this suffix[footnoteRef:59]).  The identifying data in these tables are created from the base table name, without the prefix and with the data element descriptor appended.  For example, for a table containing the name-value pairs for colors would be named CM_COLORS_DEF.  Its identifying attributes would be named COLORS_CD and COLORS_DSC. [59:  This describes the naming convention, which is violated occasionally in the naming of STARS2 tables.  In the case of naming convention violations, the violation is called out in the Notes associated with the table descriptions in the Data Dictionary Addendum to this document.] 

Most (but not all) reference/definition tables contain two additional attributes:  deprecated, which is used to indicate that a value is active or inactive, and last_modified, a sequence number that implements rudimentary concurrency control.
Some definition tables are initially sourced from US EPA based on National Emissions Inventory (NEI).  Sometimes STARS2 stores the full set of such values, and sometimes the stored values are limited to a subset defined by DAPC.  In either case, and with a few exceptions (notably SCC, pollutants, egress point types, and values required to interpret/report emissions calculation data), this data is strictly informational and used only for NEI reporting purposes.  
[bookmark: web_ifc_desc]Availability and capability of the user interface to the data in these tables is controlled by the definitions.xml file.  Tables are accessed via Admin  Definitions  <Data Category>  <Definition Set>.  At deployment, the controlling file will provide access to tables and attributes as determined by DAPC.  However, because the xml file is available thereafter, authorized users may modify these capabilities.  Such changes should be made VERY carefully so as not to impact STARS2 functionality.  The STARS2 System Administration Guide [12] describes the user actions involved in accessing and modifying this data for all reference data with the exception of the ‘special case’ of FIRE, as discussed below.
Simple Def Tables 
Reference data that falls in the Definition List category is quite simple and changes rarely, if at all.  In the STARS2 schema, Definition List tables in this category consist of only the bare minimum of information required to map an internal identifier to a more user-friendly string indicating what the internal identifier means.  The source for data may be Internal – values provided by DAPC personnel and configured by UNICON upon initial system deployment -- or External – values provided by an external source such as USEPA.  NEI and FIRE data fall in this category.  
Def table values may be time-sensitive; that is, they may depend upon the time frame for data being entered.  Most are initially populated with one-time load scripts.  Values can be added and/or modified via administrative interface referenced above.  
Complex Def Tables
Complex Definition Tables normally contain additional information about the values they define, beyond the deprecated and last_modified attributes.  Even complex reference data such as SCC codes and Pollutants lists can be administered via the administrative interface described above. 
Local SCCs – matches the “federal” FCC up to the component that is being defined locally; that component begins with an alpha char (as may subsequent components)  Feds are always all numeric, so a letter in the SCC is the tip-off that this is a local entry.
Special Case Reference Data:  FIRE
The FIRE database (actually table) is a special case that cannot be modified using the Admin  Definitions interface.  Instead, the table is provided initially (and on updates) by the USEPA.  When it is received, DAPC personnel do significant manipulation and possibly replacement of specific attributes.  An example of the latter is when FIRE provides a pollutant description string that may be needed for some government reporting (e.g., NEI), but STARS2 references the pollutants using numeric pollutant codes.  So, the appropriate DAPC personnel add the numeric code to the table to facilitate mapping information needs into FIRE.   
Following its initial loading, only the ‘Active’ entries received from USEPA are communicated to STARS2.  The system provides a utility that takes the customized FIRE table, and updates it whenever USEPA provides new FIRE date.  The utility deprecates any current entries that are not in the updated list, creates new FIRE rows for any that don’t match an existing record key, and updates data in records with matching [existing] record keys.
Cross-Reference Tables
Cross reference tables in the STARS2 schema are named <prefix>_<entity1>_
<entity2>_XREF. These tables provide mappings between data elements and/or objects in STARS2 that model a one-to-many or many-to-many relationship. The data is managed/manipulated by STARS2 software.  The system provides no direct end-user interface to these tables.  In most cases, the tables contain only the mapped values and a flag used to implement rudimentary concurrency control.  
Data [Object] Tables
Data tables model various objects in the STARS2 universe.  Some objects ‘contain’ one or more instances of other objects.  They are managed/manipulated by STARS2 software to which there is no direct end-user interface.  Often the data in these tables is input by users in the associated web forms either through the OEPA Gateway or using the DAPC internal web interface.  STARS2’s various subsystems employ, manipulate, operate on and store this data in the STARS2 database-of-record. 
[bookmark: _Toc203908753]Common Table Attributes
As with the discussion of tables above, there are several general categories of attributes that serve similar purposes across multiple tables.
Common attributes in Reference/Definition tables 
Numeric identifier <subject>_id and associated descriptive string <subject>_nm 
		OR 
String identifier <subject>_cd and associated description <subject>_dsc 
By convention, definition tables and attribute names have the following format 
Table name: <PREFIX>_<TABLENAME>_DEF
Attributes (All):	<TABLENAME>_ID or <TABLENAME>_CD
			<TABLENAME>_NM or <TABLENAME>_DSC 
deprecated flag (see below) 
last_modified sequence number 
This sequence number implements rudimentary concurrency control by identifying the modification status of a value or object.  It permits the system to compare two versions or values for an object to determine whether the object or set of data values has been modified between initial access to it, and its current state; i.e., the data is ‘stale’.  An update or submit fails if the modifications are to stale data.
last_modified sequence numbers appear in tables other the definition/reference tables in the database. They serve the same purpose and are used the same way as described above
Internal identifiers 
address_id: identifier for a street address that might be associated with a contact, a facility, a permit application 
application_id: identifier for a permit application submitted for a facility or some subset of emissions units at a facility. 
contact_id:  identifier for a person who is represented in STARS2; contact may be associated with one or more facilities, federal or state agency, etc. 
core_place_id:  identifier assigned by OEPA ITS for a facility, it’s id in the agency-wide Core Lite database 
emissions unit identifiers[footnoteRef:60] [60:  There are several attributes in various tables that refer to identifiers for emissions units.  APPENDIX B -  defines these values and information for distinguishing between them] 

facility_eu_id: This value is the emu_id (from the FP_EMISSIONS_UNIT table) that corresponds to the permit_eu_id in the PT_EU TABLE. 
facility_id: an identifier for a facility whose emissions are regulated by state or federal law/rule/regulation; changes very rarely 
fp_id: identifier for a time-based version of a facility‟s emissions profile; fp_id values are unique across all facilities. 
fpnode_id: identifier for an entity (e.g., emissions process, emissions unit, egress point, etc.) in a facility’s emissions profile, as described by its tree structure, unique across all facilities within STARS2. Each is associated with a facility profile (fp_id) version that is, in turn associated with a single facility (facility_id) 
corr_id: analogous to corr_epa_emu_id, a fixed numeric representation of a specific entity within a facility profile. It may refer to any entity that is represented as a node in a facility’s tree representation.[footnoteRef:61] These identifiers can be used to track changes in the other identifiers associated with an emissions unit or other node in a facility.  [61:  corr_id is used to uniquely identify control equipment and egress point nodes, while corr_epa_emu_id is used to identify emissions units. (See APPENDIX B - for further information emissions unit identifiers in STARS2.). However, corr_id, as it is implemented for control equipment and egress points could also be used to uniquely identify EUs, replacing corr_epa_emu_id. The EU-referencing fields in reporting tables (RP_REPORT_EU , RP_EU_GROUP_XREF, and RP_REPORT_PERIOD_XREF ) have been named corr_id to facilitate such a generalization of the implementation in the future, although at this time those attributes reference the corr_epa_emu_id attribute that uniquely defines EUs at this time in the FP_EMISSIONS_UNIT table] 

permit_id: identifier for a permit with respect to air emissions at the facility level; includes standard format/verbiage, eu-specific format/verbiage, Terms & Conditions, etc. 
permit_eu_id: identifier for a EU within a permit.
invoice_id: internal identifier for an invoice that STARS2 builds for DAPC to send to a regulated facility’s billing contact; it may reflect permit application fees or fees corresponding to reported emissions. STARS2 posts its invoices to the Revenue system, which assigns a revenue_id. The relationship between revenue_id and invoice_id is established and maintained within STARS2.
emissions_rpt_id: identifier for submitted emissions reports, which may include more than one type of emissions report (e.g., FER, ES, etc.) 
report_id: identifier for compliance reports, regardless of compliance report type
document_id: identifier for the file that accesses a physical document stored in STARS2. All documents that STARS2 tracks have document_ids, including attachments to permit applications and emissions reports, correspondence, some reports themselves.
correspondence_id: identifier for a piece of correspondence (may be made up of more than one document, whether produced by STARS2 or outside of STARS2), that STARS2 is required to store/track.
contact_id: identifier for a person required to be represented within STARS2. Contacts may be associated with facilities, organizations with which OEPA/DAPC communicates, DAPC or other OEPA employees, etc.
user_id: identifier for a person who uses the STARS2 system; w/r STARS2 data, this person is always DAPC-internal
Attributes that define the time period when data 
start_date and end_date: (or start_dt and end_dt) end_date = <NULL> indicates a current record. 
deprecated (in reference/definition tables): A special flag, associated with versioned objects or values that indicate the associated object or value is currently ‘active’.  Note that when the deprecated attribute is set to N[o], the value or object is ‘active’ or current.  And, when an attribute or object is specified to be deprecated (i.e., it’s value is ‘Y’) then it is inactive or obsolete. The records/values remain in the database to permit translation and/or interpretation of historical data but are not available (for example in pick lists) to be selected to populate a field on any screen.
created and deprecated (a different flavor than „deprecated‟ in Definition tables): integer year attributes used in cm_scc and rp_fire_factors tables. created=null means “old as dirt”; otherwise the year indicates when the entry became valid. deprecated=null means active; otherwise indicates the first year it is invalid. e.g., created=2007, deprecated= 2008 means the entry is valid only for 2007. deprecated = created implies an erroneous or inapplicable entry; such SCC codes are not available for use at any time
*_flag, *_desc (or *_dsc, *_reason or *_just)
Many tables contain pairs of attributes where the first (a flag field) indicates a particular circumstance or condition and the second, with the same base name and one of the listed suffixes provides free-form text justification or explanation for the flag setting. The flag fields, which have Y|N or true|false values, specify various characteristics, such as rule applicability, portability, etc. for objects in STARS2
Status fields
Operating status
Regulatory status
Permit status
Report status
Status values such as these, which populate status and/or state attributes, are normally established as definition sets as described above.
In addition to these common attributes, some reference/definition tables may have additional attributes specific to the context in which appear.

[bookmark: _Ref147121913][bookmark: _Toc203908754][bookmark: _Toc132624067]Navigation Model
[bookmark: _Toc132624070][bookmark: _Ref136927125][bookmark: _Ref138767809]This section covers user navigation within the STARS2 system.  Navigation to STARS2 (via the Ohio EPA web infrastructure) for RCUs and DAPC internal users is covered in Sections 6.2.4 and 6.3 respectively.  We illustrate this navigation via the navigation user cases defined in each tab.
STAR2 hooks in to the Ohio EPA web framework to offer web forms that allow RCUs to enter the appropriate data for the service they have accessed[footnoteRef:62].  Table 2: Air Service Access Summary on page 50 provides a summary of the Air Services available to RCUs via this portal.  Each service, though, covers multiple navigation use cases.  We use the STARS2 navigation use case structure and content to delineate the navigation model for both RCUs and internal DAPC users.     [62:  See Section 6.2 for a more in-depth discussion of these mechanisms.] 

Where it is possible to pre-populate the forms that are presented to the user from data stored in the DAPC Database of Record, STARS2 will do so (This is true both for RCUs and for Internal users).  Fields that can be modified among this data are available to be picked; others are grayed out.   The fields that are eligible for entry/edit by the RCU, and those available to the internal DAPC user may (and most likely will) differ.  
The input screens enforce a minimum information set required to submit an application or emissions report.  Upon submission, ITS and STARS2 work together to process the submission (see Section 6.2.8)
[bookmark: _Toc203908755]STARS2 Regulated Community Interface
[bookmark: _Ref190230993]Air Services System Access
Regulated community users may access the STARS2 system via the Ohio EPA gateway (aka e-Business Center or OEPA portal), only if they have acquired a login and password that is Activated for Air Services enabled for one or more facilities with which they are associated.  Once logged in and authorized for Air Services, then Air Services will be listed in the My Services list on the e-Business Center home page.  If the user is authorized for Air Services for more than one facility, for example in the case of a consultant, then there is an intervening screen where the user must select the single facility for which they wish to access Air Services.  Otherwise, selecting Air Services takes the RCU to the Air Services Home page illustrated in Figure 53. 
The Air Services operations and data that are available to RCUs on this, the STARS2 Portal software application is a subset of the operations and data available to DACP personnel on the STARS2 internal system.  In addition, operations available to individual portal users are also affected by the level of authorization they have been granted during login/PIN acquisition processes.
 

[bookmark: _Ref190230009][bookmark: _Ref190230936][bookmark: _Toc203908913]Figure 53: Facility-Based Air Services Home Page
From this page, RCUs can
Initiate selected Permitting, Reporting and/or Facility-based tasks:  
After logging in to the OEPA e-Business Center [Home],  Air Services (in the My Services list)  click any of the operations/actions New Tasks’ (on the Air Services Home page)
Work on a Task in-progress: 
Select from presented list of In Progress Tasks for this facility (on the Air Services Home page) OR
Select any link to an Air Services task in My Tasks list (on OEPA portal Home Page)
· Check on the status of a submitted permit 
· Access active/current facility data, permits, reports, [submitted and DAPC-entered] applications, logs and external references: 
Select from 3rd level menu items in the menu at the left of the STARS2 screen. (If Show Menu for the portal is active, then this menu will be to the right of the portal’s left navigation menu.)
This information comes from the internal DAPC database.  It is read-only for external users.  It does not reflect any work associated with external users’ In Progress Tasks.
Interface to and operation of the various tasks accessible to RCUs is covered in the appropriate chapter of this document.
[bookmark: _Ref194409665]Navigation  Use  Cases
[bookmark: _Toc203908853]Table 12:  Air Services System [External] Navigation Path  Use Cases Mapping  
	Navigation Path
	Navigation Use Case

	(Accessible only from Gateway)
	facilities.createFacilities

	Air Services Home [tab]
	home (same as home.myTasks)

	 Owner/Contact
	home.contacts

	 Application(s)
	facilities.profile.applications

	 Permit(s)
	facilities.profile.permits

	 Emissions Report(s)
	facilities.profile.reports

	 Reporting Category
	facilities.profile.reportCategory

	 Compliance Report(s)
	facilities.profile.compReports

	 Facility Profile History
	home.history

	 Event Logs
	home.eventLog

	 References
	home.references

	Facilities [tab]
	facilities

	Facility Profile Change
	facilities.profile

	 Emissions Units
	facilities.profile.euSummary

	 Control Equipment
	facilities.profile.ceSummary

	 Egress Points
	facilities.profile.egpSummary

	 Federal Rules
	facilities.profile.fedRuls

	Owner Contact Change
	home.contacts

	Application Detail [tab]
	applications

	Permit-by-Rule (PBR) Notification 
	
applications.applicationDetail

	PTI/PTIO Permit Application 
	

	TV Permit Application
	

	Request Administrative Permit Modification 
	

	Permits [tab]
	permits

	
	permits.detail

	Emissions Report [tab]
	emissionsReports

	Emissions Report 
	reports.detail

	Compliance Report [tab]
	compliance

	Permit Evaluation Report (PER)
	
compliance.detail

	Title V Annual Compliance Certification Report
	

	Other Compliance Report
	


[bookmark: _Ref150069992][bookmark: _Ref194176519][bookmark: _Ref133813294][bookmark: _Toc132624072]
[bookmark: _Ref194409614][bookmark: _Toc203908756]STARS2 DAPC Application Interface
Access
A similar, but much more extensive software application is available to internal DAPC users on the via its internal (OEPA) web interface.  This interface allows DAPC personnel to enter permit application and emissions report data into STARS2 that may have been submitted by RCUs on paper forms.  Since the two interfaces use some common components and data, the two interfaces look and behave similarly.   In addition to data input capability comparable to that of RCUs, the STARS2 internal application provides considerable additional capabilities; it provides access to all facility-based DAPC data using a common user interface and design paradigms.  In addition, it provides tools and functionality that support DAPC in their day-to-day jobs with respect to building permits, handling other permit-related and non-permit-related RCU requests, managing correspondence and other documents that may be associated with facilities, or other artifacts in the system, 
[bookmark: _Ref135631888][bookmark: _Toc132624069]Subsystem Structure
The STARS2 system is organized as a series of subsystems, access to which is provided through tabs across the top of a screen.  The subsystems, and therefore the tabs that may be available in STARS2 include:
Facilities
Workflow
Applications 
This tab includes applications for all permitting actions and permit-related requests, including PBR notifications, Requests for Permit Extension (RPEs) and Requests for Permit Revocation (RPRs)
Permitting 
Emissions Reports
Compliance Reports
Invoices
Management Reporting
Tools
System Administration
Only tabs for which the authenticated user has authorization via his/her system role will appear in that user’s interface for STARS2.  Furthermore, within each tab, only capabilities that the user is authorized to access (and the data the user is authorized to see) will be available to him/her.   This dictates that buttons, menu items, etc. only appear if they fall within the user’s permissions based on the system role assigned to that user.  Section 7 describes this role-based security mechanism in more detail.
Navigation Use Cases
DAPC users access STARS2 via their OEPA Application Portal.  Once recognized, the DAPCthe user navigates to his/her Home Page, as illustrated in Figure 55 below.  On this (and all other) screens, the tabs corresponding to the subsystems listed in Section 15.2.2 above and to which the user’s system role grants him/her permission will appear across the top of the screen-specific workspace.  The site map shown below illustrates the 1st, 2nd and in some cases 3rd level menus that have been defined for the STARS2 internal application.
[bookmark: internal_navigation_use_case_table][bookmark: _Toc203908854]Table 13:  STARS2 [Internal] Navigation Path  Use Cases Mapping  
	Navigation Path
	Navigation Use Case

	Home 
	

	 ToDos
	home.todo

	 Create ToDo Task
	home.initTask

	Workflow 
	workflows.search

	 Workflow Search
	workflows.search

	 Summary Charts
	workflows.summary

	 Workflow Diagram 
	workflows.workflowProfile

	 Cancel
	workflows.workflowProfile.cancelProcess

	 Reassign
	workflows.workflowProfile.reassign

	 Change Due Date
	workflows.workflowProfile.changeProcessDueDate

	 Summary
	workflows.workflowProfile.summaryProcess

	 Permit Summary
	workflows.workflowProfile.permitSummaryProcess

	 Workflow Clone
	workflows.workflowProfile.cloneProcess

	 Notes
	workflows.workflowProfile.processNoteList

	 Task Profile 
	workflows.activityProfile

	 Reassign
	workflows.activityProfile.reassignActivity

	 Change Start Date
	workflows.activityProfile.changeActivityStartDate

	 Change Due Date
	workflows.workflowProfile.changeActivityDueDate

	 Loop Back
	workflows.activityProfile.gotoActivity

	 Referral
	workflows.activityProfile.referActivity 

	Facilities
	facilities.search

	 Facility Search
	facilities.search

	 Facility Profile 
	facilities.profile

	 Owner/Contact
	facilities.profile.contacts

	 Emissions Units
	facilities.profile.euSummary

	 Control Equipment
	facilities.profile.ceSummary

	 Egress Points
	facilities.profile.egpSummary

	 Application(s)
	facilities.profile.applications

	 Permit(s)
	facilities.profile.permits

	 Federal Rules
	facilities.profile.fedRules

	 Allowable Emissions
	facilities.profile.allowEmissions

	 Emissions Report(s)
	facilities.profile.reports

	 Reporting Category
	facilities.profile.reportCategory

	 Compliance Report(s)
	facilities.profile.compReports

	 Attachments
	facilities.profile.attachments

	 Correspondence
	facilities.profile.correspondence

	 Invoice History
	facilities.profile.invoices

	 Facility Profile History
	facilities.profile.history

	 Facility Address History
	facilities.profile.addrHistory

	 Event Logs
	facilities.profile.eventLog

	 User Roles
	facilities.profile.facilityRoles

	 Notes
	facilities.profile.notes

	 Undelivered Mail
	facilities.profile.rum

	 PER Due Dates
	facilities.profile.PERDueDates

	 Relocation
	facilities.profile.relocation

	 Facility History Search
	facilities.facilityHistorySearch

	 Contact History Search
	facilities.contactHistorySearch

	 Create Facility
	facilities.createFacility

	 Change Facility ID
	facilities.changeFacilityId

	 Split Facility
	facilities.splitFacility

	Permits
	permits.search

	 Permit Search
	permits.search

	 Permit Detail 
	permits.detail

	 Workflow List
	permits.detail.permitAllWorkflows

	 Terms and Conditions
	permits.detail.tcList

	 Draft Issuance
	permits.detail.draftIssuance

	 PPP Issuance
	permits.detail.PPPIssuance

	 PP Issuance
	permits.detail.PPIssuance

	 Final Issuance
	permits.detail.finalIssuance

	 Denial Issuance
	permits.detail.denialIssuance

	 Carbon Copy
	permits.detail.ccList

	 Fee Summary
	permits.detail.feeSummary

	 Attachments
	permits.detail.attachments

	 Notes
	permits.detail.notes

	Applications
	applications.search

	 Application Search
	applications.search

	 Application Detail 
	applications.detail

	Emissions Reports
	reports.search

	 Emissions Report Search
	reports.search

	 Emissions Report Detail 
	reports.detail

	Compliance Reports
	compliance.search

	 Compliance Report Search
	compliance.search

	 Compliance Report Detail 
	compliance.detail 

	Invoice Reports
	invoice.search

	 Invoice Report Search
	invoice.search

	 Invoice Report Detail 
	compliance.detail 

	Management Reports
	mgmt.reports.reportTree

	 Report Tree
	mgmt.reports.reportTree

	 Issuance Report
	mgmt.reports.issuanceReport

	 Permit Workload
	mgmt.reports.permitWorkload

	 Late Permits
	mgmt.reports.permitSOP

	 PBR Counts
	mgmt.reports.pbrCount

	 Facility Counts
	mgmt.reports.facilityPermitCount

	Tools
	

	 Bulk Operations
	tools.bulkOperationsCatalog

	 Document Generation
	tools.docGenerationCatalog

	 CO Document Generation
	tools.coDocGenerationCatalog

	 External References
	tools.externalReferences

	 Fields Audit Log
	tools.fieldAuditLog

	 Correspondence Search
	tools.correspondence
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[bookmark: _Toc203908758]Overview
The STARS2 Home tab is the point of entry to the system for DAPC users, the initial screen to which they are taken when they login to the system.   This tab focuses on the work load and work tasks of an individual user.  It gives the single click access to the information they need to move their work forward by integrating directly with the Workflow sub-system, where appropriate.  Most tasks are associated with a workflow step but tasks may also be self-generated and/or entered on a user’s To Do list by other users with appropriate authority (e.g., supervisors). Those tasks not associated with any workflow are termed ‘singletons’. Section 18.3.2 provides additional information on the Workflow sub-system, including its relationship to a user’s ToDo List.
[bookmark: _Toc203908759]ToDo List
By default, a Home tab page populates a ToDo List with all tasks assigned to or associated with the user who is logged in.  However, it also provides a Search Criteria window that permits the user to filter the list of tasks they see.  For example, it might be reasonable to search for all ‘Referred’ tasks, to verify that they are being followed up properly, or if you are doing work for a facility, to search for all tasks related to that facility, so that you know who else is working on the same facility. 

[bookmark: _Toc203908914]Figure 54: To Do List Search Criteria (Set to Default)
Figure 55 illustrates the ToDo List that results from a search.  The list provides a high-level summary of everything a user has to do.  It highlights Past Due (Late), Near Due and Expedited work items.  Tasks and processes that are overdue are color-coded red in the Due Date and End Date columns respectively, while yellow indicates a task or process in jeopardy while OK indicates one that is within its non-jeopardy duration.  
If the user specifies any search criteria values, then the results will be sorted, by default, tasks’ on Start Date and Due Date.  However, if no search criteria are specified (i.e., all the fields in the Search Criteria window are empty), then the sort returns in the order the records are stored in the database, which is likely to be somewhat random.  The user can, of course, sort the table him/herself by clicking on the column header for any column in the datagrid. 

[bookmark: _Ref138765169][bookmark: _Toc160867783][bookmark: _Toc203908915]Figure 55: Home  Todo
[bookmark: _Ref137962419][bookmark: _Toc160867784]
The list provides the user with one-click access to
The Task Summary Page associated with the task by clicking on the Task ID link
Full facility information (Facility Profile) for any facility on the list, by clicking the Facility ID link.
Task screen for any individual task, by clicking on the [Task] Name link.  This screen may or may not be the same as the Task Summary Page presented after clicking on the Task ID link.
Graphical presentation of each complete workflow, highlighting current state, by clicking the [Workflow] Name link.
The ToDo List is inextricably linked to the Workflow sub-system, as most of the tasks on the list are likely to be steps in specific workflow instances that are assigned to the current user.  In fact, two of the three linked data columns in the displayed list move the user to the Workflow tab.  If a user clicks on a link in the Workflow column, the system takes him/her to a graphical representation of the workflow of which the referenced task is part.  The workflow will show the current task in the workflow, as well as previous tasks (whether completed or skipped) and tasks that will be reached after the user completes the current task.  Clicking on the link in the Activity column also takes the user to the Facility tab, this time to the Task Profile screen for the referenced task.  
[bookmark: _Toc203908760]Create a Task
From the Home  Create ToDo Task navigation path, users can create a task to be placed on his/her own, or another user’s ToDo List.  All tasks created via this mechanism appear in the ToDo List with workflow name = INFO #, where # is the workflow identifier.  The Task Name is the string the user enters in the window shown in Figure 56.   

[bookmark: _Ref193175239][bookmark: _Toc160867778][bookmark: _Toc203908916]Figure 56: Home --> Create ToDo Task
The task window for any INFO task is an aggregate task[footnoteRef:63] showing all the INFO tasks assigned to the user., along with the capability to ‘dismiss’ the entries the user selects.  [63:  See Sections 7.8 and 18.2.3 for discussion of aggregate tasks in STARS2, and Section 23.6.4 for examples of aggregate task processing.] 

You can search for all INFO tasks by selecting To Do Task as the Workflow Type in the Home  ToDo List Search Criteria window.



[bookmark: facility_profile][bookmark: _Toc203908761][bookmark: _Ref188853716]Facilities 
[bookmark: _Toc203908762]Overview
Except where otherwise indicated, the information in this chapter refers to the design and behavior of the STARS2 DAPC Internal system.  Facility handling and operations are similar for RCUs from the Ohio EPA e-Business Center web portal, although more limited in scope.  In addition, access to facility information is controlled by user login authorization, which is managed by ITS and outside the scope of this system and this document.
The heart of the STARS2 system is the profile that the system maintains for each facility.  A facility’s profile consists of all the information that uniquely defines that facility, including 
Identification data (ID, name, contact(s) information, owner/operator information, fee responsible party, etc.)
Facility configuration (EUs, emissions processes, control equipment in use, egress points and their configuration, pollutants, attachments, etc.)
Permitting information, including applicable federal rules, allowable emissions, as well as links to all the documents related to the facility, such as permits, permit applications, emissions reports, compliance reports, etc.
Historical information, including
Facility Profile History
Facility Address History
Owner and Contact History
Correspondence History
Invoice History
As well as links to
Facility-level Attachments
Notes
User Roles
Event Logs
Return of Undelivered Mail
Intent-to-Relocate
Other facility-type-specific information, as appropriate.
The system presents a view of the Facility Profile (see Figure 58) as the ‘entry point’ to information about and/or related to a facility, including any active and or historical permits associated with that facility.  The Facility Profile view includes links to these artifacts.  Whenever a user clicks on a facility ID link, regardless of where that link appears, the system presents that facility’s Facility Profile view appropriate to the context of the request; i.e., unless the link/search references a historical (non-current) profile, the system displays the current Facility Profile view.  If the link/reference is to a historical view, then the Facility Profile view active at the time is presented.   
[bookmark: _Toc203908763]Data model
Conceptually, a facility is represented by an instance of a composite facility object.  It comprises direct data about the facility as well as objects for the emissions units, processes, control equipment and egress points that make up the facility’s emissions profile.  Most importantly, the object includes the relationship among the entities in the emissions profile of the facility.  In addition, the object contains links to various artifacts associated with the facility, such as permit applications, permits, emissions reports and documents attached to these artifacts. Some identification data about the facility is independent of any permit application, permit, emissions profile or emissions report.  
STARS2 SYSTEM DOCUMENT 		VERSION 2.0
The facility object is represented in the database in a set of normalized tables.  This Facility Sub-Model Entity Relationship Diagram (ERD) in Addendum 1 illustrates the database tables that store data about each facility.  In addition to the tables, it represents the relationships between the tables, including cross reference tables that ‘link’ one table to another.  The primary facility profile object (class) contains multiple smaller objects that are ‘related’ to this facility in a one-to-one or one-to-many basis. Figure 57 presents the FacilityDAO that, along with its corresponding implementation object, manipulates much of the Facility Profile object.
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[bookmark: _Ref138655582][bookmark: _Toc160867785][bookmark: _Toc203908917]Figure 57: FacilityDAO Interface Class
[bookmark: _Ref138772169][bookmark: _Toc203908764]Facility Roles 
Within STARS2, a set of facility roles is created that applies to each facility in the system.  Facility roles are definable and modifiable as a system administrative function[footnoteRef:64].  (See Section 25.2.)  These roles indicate the person within the DAPC staff that is responsible for that role for each facility.  Therefore, each facility has a DAPC staff member assigned to each role for that facility.  For example, John Smith may be assigned the role of Permit Writer for Crestar Crusts, Inc.  Unlike system-level roles discussed in Section 7, facility roles are associated with tasks.  Clearly, each DAPC staff member may be assigned multiple facility roles and most certainly will be assigned to roles for multiple facilities. [64:  The set of facility roles initially defined for STARS2 is specified in [4]] 

When a workflow activity is defined on behalf of a facility, a facility role is associated with it.  Upon workflow instantiation, the system auto-assigns each task in the workflow to a user based on the facility role associated with that task.   This means that the task is expected to be assigned to a staff member who has the facility role associated with the task for the facility associated with the workflow instance.  
 Initially, when data is migrated from STARS to STARS2, every facility role for every facility will be assigned to a default user.  STARS2 provides a utility that will facilitate making the appropriate facility role assignments for all the facilities and all the staff members.  That functionality will also be available (at Tools  Bulk Operations  Facility Operations  Facility Roles) after migration/conversion to do bulk change to users’ role assignments in the occasional circumstance where management may need this capability..
[bookmark: _Toc203908765]Initial ID Assignment
Facility ID
The Facility ID is the value by which STARS2 and DAPC identify each facility with which the division has communication.  It is considered a secondary identifier in a facility’s Core Lite profile.  For facilities that have passed through reconciliation and are recognized as ‘new’, the facility ID is automatically assigned by STARS2 upon initial submission of data via an ‘air’ service, as well as when DAPC personnel create a facility.  Facility IDs are four part numeric identifiers based on reference data associated with the facility, where:
First two digits represent numeric dolaa_id field specified in the CM_DO_LAA_DEF table
Digits three and four represent the county in which the facility is located, as specified by county_cd  in the CM_COUNTY_DEF table
The next two digits identify the city or township in which the facility is located, city_cd in the FP_FACILITY_ID_REF table, where entries in that table are uniquely identified by city_cd + city_nm  (where city_nm may be the name of a city or a township within the county).  Within a DO/LAA and County, more than one county_cd/ city_nm may map to the same city_cd.
The last four digits are a sequence number assigned by STARS2.  Initial sequence numbers for each DO/LAA may be different; they have been specified by the DO/LAA and stored recorded in the sequence_first_num field in the CM_SEQUENCE_DEF table.  The last_used_num field in the same table keeps track of the next available sequence number within each DO/LAA – County – City code combination.
Emissions Unit ID
Initially, Emissions Units created in the eBusiness Center are assigned temporary identifiers during their creation by RCUs in defining their facility emissions profile.  When an RCU submits the Facility Profile, either alone or in concert with another artifact (e.g., permit application, etc.), then DAPC personnel assign an appropriate four character identifier of the format [A-Z][0-9][0-9][0-9].  The first character signifies the type of emissions unit it is; the three numeric characters identify a unique instance of that type of EU within a facility. DAPC may not perform some permit operations until the permanent EU IDs the facility/permit have been assigned.
[bookmark: _Ref194042926][bookmark: _Toc203908766]Facility Profile
The facility profile view that the system presents to the user for a particular facility (i.e., unique Facility ID) includes much, but not all, of the information referenced above and/or included in the facility object (or stored in the database table entries that represent that object).   Most Facility Profile data is available to both internal and external users.  For internal users, data is available across facilities, while for external users, the data presentation is obviously limited to the facility with which the user is associated.
The heart of the facility profile is the tree shown at the left of the form in Figure 58.  The tree provides a visual representation of not only the emissions units, processes, control equipment, and egress points that comprise a facility, but also the relationships among those entities.  Entities that are shared (or common) appear more than once in the tree with the same label.  For example, Egress Point K4ST in the Aeronca facility is connected to Control Equipment K4 Water Wash, which control emissions from three Emissions Processes (Booth 4 Dept 9-01, Booth 4 Dept 9-95 and Clean-up K004), all associated with emissions unit K004.  When the user selects any shared node in the tree, all of these nodes are highlighted, since they all reference the same object.  
Note that instances of Control equipment may be parallel in connectivity (i.e., multiple instances of control equipment may be associated with one emissions process), or sequential (i.e., a second Control Equipment may be associated directly with the first, which is connected to the Emissions Process in the tree).  Also, Egress points may be directly associated with a process, or may appear downstream from a specific Control Equipment instance.  All of these relationships will appear in the tree representation for a facility if the facility’s emissions profile includes these configurations.


[bookmark: _Ref147119452][bookmark: _Toc160867787][bookmark: _Ref194045838][bookmark: _Toc203908918]Figure 58: Facility Information:  the Initial Facility Profile Screen
Figure 58 illustrates the initial Facility Profile screen (albeit based on incomplete data in this example).  Each node in the facility tree represents an entity (EU, Process, unit of Control Equipment or Egress Point).  
Each is pickable and each takes the user to a page or series of pages containing potentially editable data associated with the entity selected.  Similarly, additional information within the Facility Profile, including detailed data regarding an entity or set of entities in the facility may be accessed for view or modification via the third-level menu at the left.  For example, selecting EU Summary from the third-level menu accesses summary data about the EUs associated with the facility (see Figure 60), while selecting a single EU node in the tree or an EU ID in a summary table shown in Figure 60 accesses detailed data about the selected EU (see Figure 61).
The page header, (Figure 59) is common to all the pages under the facilities tab, at whatever level of the facility information, both summary and detail pages, whether in read-only or edit mode.

[bookmark: _Ref193797034][bookmark: _Toc203908919]Figure 59: Page Header Common to All Pages under the Facilities Tab
Figure 60 illustrates the presentation of summary information for Emissions Units, when that menu item is selected from the third-level menu.  Note that, although not included in this illustration, the ‘surround’ (menus, page header, etc.) appear for each summary screen in the system, and the facility tree is displayed for each detail screen.

[bookmark: _Ref146519102][bookmark: _Toc160867788][bookmark: _Toc203908920]Figure 60:  Facility Profile – Emissions Unit Summary Datagrid
Figure 61 provides an example of the Emissions Unit detail screen, in this case for EU K003, the highlighted node in the facility tree for the selected facility. Note that once the user accesses a particular facility, each screen within the Facilities tab shows the third-level menu, providing access to all information / modification capabilities for the identified facility.  


[bookmark: _Ref138763262][bookmark: _Toc160867789][bookmark: _Ref162343080][bookmark: _Toc203908921]Figure 61: Facility Profile - Emissions Unit Details
For example, Figure 61 illustrates the Emissions Unit Detail screen that results from selecting the K004 EU node in the facility tree shown there.  Comparable screens are available for Emissions Process, Control Unit and Egress Point 
Each Emissions Unit runs one or more Emissions Processes.  An Emissions Processes is uniquely identified by its Process ID.  Each Process ID is associated with a single SCC (Source Classification Code) and each must be distinct.    Egress Points may be connected directly to an Emissions Process or to one or more Control Equipment instances.
A facility may have one or more instances of Control Equipment per Emissions Process.  The Control Equipment third-level menu item provides access to a list of the Control Equipment associated with the facility (regardless of which Emissions Process, or other Control Equipment instance to with which it may be associated).  Figure 62 illustrates the data provided by the Control Equipment summary screen.

[bookmark: _Ref193795320][bookmark: _Toc203908922]Figure 62: Control Equipment Summary
The Control equipment detail screens may be accessed by selecting a Company ID from a Control Equipment summary table, or by selecting the Control Equipment instance from the facility tree on the Facility Information page or any other detail screen under the Facilities tab.  These screens differ between different types of control equipment: attributes common to all types of control equipment appear at the top of the control equipment detail screen; the lower part of the screen presents control-equipment-type-specific attributes as well as a datagrid of Pollutants Controlled.  Control-equipment-type-specific attributes can be defined in the course of defining a type of control equipment via metadata (see Section 5.4).  An example of a Control Equipment Information screen is provided in Figure 63.

[bookmark: _Ref193795574][bookmark: _Toc203908923]Figure 63: Control Equipment Detail Page within a Facility Profile
Each of the detail pages (e.g., Emissions Unit Information, Egress Point information, etc.) displays, in addition to the detail information for the selected entity, the facility tree.  This facilitates navigation with respect to all information associated with the facility.
Screens similar to those shown above for Emissions Units and Control Equipment are also available for Egress Points and are accessible via corresponding navigation paths.  They are illustrated in Figure 64 and Figure 65.  

[bookmark: _Ref193798253][bookmark: _Toc203908924]Figure 64: Egress Point Summary Datagrid
In Figure 65, the EIS Information region of the screen is collapsed.  It is shown in its expanded state in Figure 68 on page.

[bookmark: _Ref193798256][bookmark: _Toc203908925]Figure 65: Egress Point Detail screen
As a convenience to users, some screens provide links to reference information (e.g., Latitude and Longitude, SIC and NAICS codes, etc.
[bookmark: _Toc203908767][bookmark: _Ref138751078]Facility Profile Use Cases
[bookmark: _Ref194044996][bookmark: _Ref194045024]Create a Facility
The only circumstance under which STARS2 needs to create a facility is when a brand new facility (one which has had no relationship with DAPC and/or the Ohio EPA). This condition is up to the user (or DAPC staffer) to determine.  Both internal and external users are presented with the screen shown in Figure 66 through which they may bootstrap the process of establishing a DAPC presence.  A user completes the required fields in this form.  Note that the County must be completed before options are available in the City list.  

[bookmark: _Ref193869901][bookmark: _Toc203908926]Figure 66:  Create a New Facility in STARS2
This information is used in assigning the facility to the correct DO/LAA and constructing an appropriate STARS2 Facility ID.   When complete, the user Submits the information.  Once the submission succeeds, the system navigates to the initial Facility Profile screen (see Figure 58) where other identification information (e.g., long/lat, SIC and NAICs codes), ownership, contacts and emissions configuration may be entered.  STARS2 refers the facility to the [ITS] Facility Reconciliation process to determine whether the facility already exists in the Core database and/or DAPC records.  In either case, once the Core Place ID has been established (or identified, if it already exists) and communicated to the user, it should be entered into the facility profile.
Facilities Search
Generically, Facilities search capability is an instance of the common ‘search and filter’ capability described in Section 7.2.  Figure 67 illustrates the Facilities Search Criteria available for filtering searches of facilities across the STARS2 system.  All the input fields are standard text input fields or pick lists.  By default, the Operating Status field is set to ‘Operating’.

[bookmark: _Ref193788129][bookmark: _Toc203908927]Figure 67: Facilities Search Criteria
The system displays the search results from a Facilities search in a datagrid.  An example is shown in Figure 68. 

[bookmark: _Ref193791799][bookmark: _Toc203908928]Figure 68: Facilities Search Result Datagrid
This datagrid has all the standard datagrid functionality described in Section 7.4.
View / Edit/Update Current Facility Profile data for a specific facility
As described above, users may view a facility’s profile by selecting a facility ID link from any place in the system that such a link appears.  (Occasionally, there is also a direct link, via an operation button on the Detail Data screen of an artifact associated with that facility, such as a Permit or an Emissions Report.).  Users may access the various entities that are part of or belong to the facility (e.g., EUs, Control Equipment, etc.) by navigating to the Facility Tree, where each tree node takes the user to specific information about an entity; summary information available from the third-level menu (e.g., Emissions Units, Control Equipment, Egress Points, Applications, Permits, Emissions Reports, Compliance Reports, [facility-level] Attachments, Correspondence, Invoice History, Notes, Undelivered Mail) also navigates to detail information for an individual entity.  For example, the Egress Point third-level menu item provides a summary of all Egress Points represented in the facility’s profile (see Figure 64).  Within the summary table, each individual egress point may be selected by clicking on its ID, which navigates to the same Egress Point Information page as could be reached by selecting the node for that Egress Point in the Facility Tree (Figure 65).
Each Facility Profile screen (Facility Information, Emissions Unit, Emissions Unit Information, [Emissions] Process Information, Control Equipment Information, and Egress Point Information) has an button which allows the user to modify the information presented on that page.  The edit window for each entity (Facility, Emissions Process, Emissions Unit, and Egress Point) presents the same information as the view windows illustrated in Section 17.5.  However, in this case, each field is open for edit; that is, it is presented with all the data (as well as unpopulated data fields) in editable input fields.  Note that some attributes are editable only by DAPC users, some ony by RCUs and some available to both user populations for edit.  Figure 69 shows the Egress Point Edit window, which has examples of text input, pick list and table entry input data fields.

[bookmark: _Ref194043042][bookmark: _Ref194048136][bookmark: _Toc203908929]Figure 69: Egress Point Detail Edit Window
Some changes on the Facility Information page impact other facility-related operations and other artifacts in the system.  For example, if a user modifies the facility address, an additional entry appears in the Facility Address History datagrid.  And, if an Emissions Report submission indicates that the facility has been shutdown, then that information will be stored in the Facility Profile when the Emissions Report is approved.
For external users, these, and any other operations that involve modifying data associated with a facility, its contacts, any components of its emissions configuration, permit applications, emissions reports, compliance reports, etc., require that the information be validated and submitted before it is stored in the STARS2 database.  For internal users, the changes are stored in the database as soon as they are ‘Save’d. Once that is successfully accomplished, the data is available to every sub-system within STARS, for both internal and external users.   
The remainder of this section presents the user interface (which reflects the design and Figure 70implementation strategy) for some of the operations available to the user via the Facilities third-level menu.
Change Facility Ownership (or other Contact Information)
The navigation path Facility  Facility Profile  Owner/Contact brings up the following window:

When manipulating contacts, you can create new contacts for the facility and assign/re-assign the contact types for all types except Owner; Owner may only be set or modified using the Change/Assign Ownership button on this screen.  
After selecting the button, the system presents the popup window shown in Figure 70.  Note that you must select the Contact Type you wish to assign before the system can/will present the names of the contacts who may be assigned that Type.  
When creating a contact person, you do not assign his/her contact type directly.  Rather, you select the  button, which brings up the window shown in Figure 70.  For example,, if you select ‘Primary’ as contact type, and there is already a Primary contact assigned and active (i.e., End Date is not set), then the system will respond with a message indicating that the Primary contact type is already assigned.  The ‘Owner’ Contact Type is not available for assigning to a contact in this window.  


[bookmark: _Ref193969723][bookmark: _Toc203908930]Figure 70: Add New Contact Popup Window
Once a contact has been assigned a type, the Start and End Dates for that contact/contact type are arbitrarily modifiable by clicking on the Contact Type link in the Contact List.

[bookmark: _Toc203908931]Figure 71: Assign Contact Type Popup
Select the button to modify or assign a contact as an owner of the facility.  This input window is a limited version of the Assign Contact window seen above.  That window automatically assigns the Contact Type to Owner and only lists the contacts that are eligible to become owners.  It also displays a prominent message reminding the user of the impact of changing ownership for a facility.
Federal Rules
Navigating to Facilities  Facility Profile  Federal Rules brings up the window shown in Figure 72, in which users may view or edit (as shown) the checkboxes indicating federal rules that apply to the facility, as well as tables in which to enter the subparts and pollutants associated with the rule(s).  

[bookmark: _Ref193971129][bookmark: _Toc203908932]Figure 72: Federal Rules Applicability Edit Window
Note that the subpart datagrids only appear for the rules that are checked, if subpart apply to those rules.
Reporting Category
Facilities  Facility Profile  Reporting Category provides a mechanism for internal users to modify the Reporting Category, Enabling of Reporting for any year, the reporting State (as recorded in the FP_yearly_reporting_category table) and/or add comments with respect to any reporting year for that facility.   

[bookmark: _Toc203908933]Figure 73: Mechanism to View/Modify Reporting Availability for a Single Facility.
The values on this screen reflect the information in the fp_yearly_reporting_category table and are manipulated from this screen.   This data may not be consistent with the data displayed from various other Emissions Report related screens, which take their data from the rp_emissions_rpt table.  In fact, the data will only agree in the case that an initial (or revised) report is in Submitted state, because that is the only state value that is common between the rpt_received_status_cd attribute in the two tables.)  For activity after an initial submission, the data in this table must be manually manipulated in order for the system to accurately track a report’s life cycle (up until a revised report is submitted).  For instance, if DAPC requests a revision, then they must manually change the state of the report for that year back to Report Required, if the system is to record the sending of any emissions-related correspondence and/or submission of the revised report for that year.  
This capability is not available to external users.
Facility Profile History
The use case Facilities  Facility Profile  Facility Profile History provides a comprehensive history of the evolution of a facility with respect to all its associated data, including emissions configurations. In this datagrid, the History ID is a link to the current or any previous version of the facility’s profile.  
The system creates a new, modified facility profile when there is need to do so.  .  This normally occurs when a facility profile change occurs and the ‘current’ profile is associated with one or more submitted permit applications or reports. (See Section 17.7 for a complete discussion of Facility Profile Versioning.)

Each link in the History ID column accesses a version of the facility profile.  The current facility profile presentation is illustrated in Figure 58 on page 138, while Figure 74 reflects an historical profile version below.

[bookmark: _Ref194045866][bookmark: _Toc203908934]Figure 74: Historical Profile Version Presentation
Modifying an historical facility profile can be accomplished only in some cases, as a side effect of modifying an SMTV or TV Emissions Report for a previous year.  It is accomplished by splitting (in effect ‘cloning’) the selected profile as of the date the user enters in the window shown below.  An optional note is available to record what necessitated the change to a historical profile.


Facility Address History
The facility’s address is editable in the Facility Information  Edit window.  Each time the facility’s address changes, the system writes a new record in this table.  

None of the data in this table provides a link to other data in the system and there are no operations associated with this information.
modify facility roles for a specific facility
Modifying User Roles (aka Facility Roles) for a specific facility is an administrative function.  The navigation path Facilities  Facility Profile  User Roles provides access to this functionality for authorized users. This administrative procedure is covered in the System Administration Guide [12]
Establish / modify facility roles across multiple facilities 
This operation is supported under Tools  Bulk Operations.  See Section 26.2 (page 270) for further details. 
Split a Facility
Occasionally, a facility must be divided due to an ownership change for some, but not all of the facility resources.  The split facility capability is, in effect, a type of facility cloning.  The user enters address and county information (as when a new facility is created; see Section 17.6.1 on page 143) so that STARS2 can compute a new facility ID for the new facility.  Then, the system copies most of the facility information into the new facility, including:
EUs, Processes, Control Equipment and Egress Points
Addresses
SIC and NAICS codes
Applicable Federal Rules
PER Due Date
Contacts  
In addition, the system creates a facility-level note in the ‘new’ profile, indicating all the active applications and permits associated with the facility (before it was split).  It is then up to the user to modify the profiles of each of the facilities to reflect the impact of the split on the data and resources.  
[bookmark: _Ref193801260][bookmark: _Toc203908768]Facility Profile Versioning
Each permit application is based upon the facility profile in effect and current at the time the permit application was submitted. Similarly, each SMTV or NTV emissions report is based upon the facility profile in effect at the point in time that is specified to represent the emissions reporting period.  In addition there are other operations and capabilities offered in STARS2 that are dependent upon being able to confidently associate the operation with a facility profile instance that was in effect at any particular time in the past.  Therefore, the system needs to keep track of the Facility Profile that is associated with any permit application or SMTV/TV (but not NTV) emissions report.[footnoteRef:65]  [65:  Note that a permit application is associated with a Facility Profile, while a permit  is associated with one or more permit applications, each of which may be associated with a different profile version. ] 

The simple versioning mechanisms described in Section 10 will not suffice for Facility Profile versioning because the Facility Profile contains information reflected in a permit or emissions report as well as information that is independent from the profile.  The information may be of different types and the various kinds of information the Facility Profile contains can change at different points in time for multiple reasons.  DAPC users may modify the data, as may RCUs.  .. So, to ‘version’ facility profile information in the most efficient manner, STARS2 employs a combination of versioning techniques:  audit trail, time-based versioning and milestone-based versioning.  This approach makes use of each versioning method depending upon what change(s) are made, by whom, when (with respect to, for example, emissions report or permit application submission), etc.  It easily accommodates facilities which have frequent changes as well as those that change rarely, without introducing unnecessary ‘clutter’ in the data store, and without complicating operations that require identifying or locating a profile for a particular facility based on date and/or the profile’s association with an event or circumstance.  
 To that end, the Facility Profile includes ‘Start’ and ‘End’ timestamp fields which we expect to be displayed on the Facility Profile screen.  (End = Current for the current profile.)  The  manipulation of these fields provide the mechanism whereby any artifact (for example, a permit or emissions report) is assured that the appropriate Facility Profile is permanently associated with it, while minimizing the number of Facility Profile versions the system maintains.  In addition, a ‘copy on change’ flag avoids the need to actually make multiple copies of a profile version that might be associated with more than one artifact.  
The Normal Case …
In the normal course of things permit applications, emissions reports and changes to profile data are submitted in a ‘current’ environment.  So, normally, Facility Profile Versioning works like this:
1. Before the copy-on-chg flag is set, changes can be made in the profile data in place, with change records created in the audit log reflecting those changes for fields that are subject to field audit log tracking.  
2. When an event occurs that requires a static copy of the profile, then that event or artifact, for example an SMTV or TV emission report, is associated with the ‘current’ profile, and the copy-on-chg flag is set to Yes.  
3. Then, any change made to the profile from any source causes the ‘current’ profile version to be timed out and a new version (with the change) to be created; and the copy-on-chg flag reverts to No.  
4. Any changes made to profile information from that point forward are made in place, and the changes are logged.  
5. As soon as any entity is associated with the now-current Facility Profile version, the profile’s c-o-chg flag is set back to Yes, assuring that the Facility Profile associated with that artifact is frozen.   
6. Going forward, that new version is associated with subsequent emissions report or permit submissions (or any other events associated with a particular ‘version’ of the Facility Profile), up to the point at which any other change is submitted for the Facility Profile.
The simple use cases shown below illustrate this mechanism.
Case 0:.  The current profile has no artifacts associated with it.
 (
FP
0
 (Current): 
Start=0, End= * 
copy-on-chg = No
)A profile change is committed.  



The current profile is modified to include the change. The change is logged.  There is no change to the timestamps or the copy-on-chg flag in the current profile.  

Case 1:  The current profile has no artifacts associated with it.
An Emissions report is submitted.
 (
FP
0
 (Current): 
Start = 0, End =  * copy-on-chg = 
Yes
Rpt
)


The emissions report is associated with the current profile.  The copy-on-chg flag in the current profile is changed to Yes.

Case 2:  A new emissions report is submitted when there is one or more artifact(s) already associated with the current profile.
 (
FP
0
 (Current): 
Start = 0, End =  * copy-on-chg =
 
Yes
). 
 (
Rpt
)
 (
New Rpt Submitted
)


The new emissions report is associated with the ‘current’ profile.  There is no change to the profile fields.

Case 3:  The current profile has one or more artifact(s) associated with it. (This condition implies that the copy-on-chg flag = Yes) 
A profile change is committed.
 (
Rpt
) (
FP
0
 
Start=0, End=  
T1
 copy-on-chg = Yes
)

 (
FP
1
 (Current)
Start=T1, End=  *  copy-on-chg = No
)



The system “freezes” FP0, by setting its End time to the time at which the action takes place, for example T1..  It creates a new profile version, FP1 , carrying over all the data in FP , except that its Start time is set to T1 and its end time to ‘*’ (representing null or current) and its copy-on-chg flag is set to No.  
Changes that Effect Prior Years’ Emissions reports, Fees, etc
. Sometimes a determination is made that the facility profile in effect at some point in the past was incorrect.  For example, a facility has an emissions unit that was operational, but that was not reflected in the facility profile active at that time.  More significantly, a facility must modify its profile due to new or newly discovered information and that modification causes the facility to move from non-Title V to Title V status.  For example, for Facility ID = 12345


[bookmark: _Toc160867792][bookmark: _Toc203908935]Figure 75: Facility Profile Versioning: the Normal Case

Now, DAPC discovers that Facility 12345 did not report its Emissions Units (and/or emissions) accurately in preparation for submitting their YR-1 FER.  Had they done so, their fee would have been significantly higher.  DAPC requires the facility to update its profile information and resubmit the emissions report for YR-1, and any subsequent years that may have passed, when submitted reports may also have been incorrect (in this case, YR-2) based on the updated information.   The system cannot correct subsequent year emissions reports automatically because it cannot know what intervening changes may have been made in the profile and/or the interaction of intervening changes with the change or changes causing the need to correct the emissions report.
How then, do such corrected emissions reports get into the system and get associated with a profile version that reflects the facility configuration and emissions data on which that corrected emissions report is based?  The Facility Profile versioning scheme described here accommodates this need to go back in time to make changes to a Facility profile and consequently to trigger a re-submit of an associated emissions report.  
As illustrated below, these profile changes would create an intervening profile, FP0.1, effective as of T1, the effective date of the change or changes that trigger the need to correct the emissions report.  


[bookmark: _Toc160867793][bookmark: _Toc203908936]Figure 76: Facility Profile History Reflecting Backdated Changes
The corrected emissions reports would both be associated with FP0.1, while the original emissions reports would continue to be associated with FP0.  Any inquiry with respect to the emissions history for this facility would show all four emissions reports, clearly indicating that the second set of emissions reports was corrected.  Should a user wish to, they could access the profile associated with any of those emissions reports.



[bookmark: _Toc160867794][bookmark: _Toc203908937]Figure 77: Facility Profile Versioning for Backward-impacting changes

[bookmark: _Toc132624076][bookmark: _Ref134251892][bookmark: _Ref134251927][bookmark: _Ref191187126]Changes Submitted by the External User
A new version of facility is created when a facility profile submitted by an external user either by itself or in connection with another artifact with which the profile is associated differs from the profile that is ‘current’ in the internal database when they submission is made.  This may happen under two circumstances: 
· The external user updated the facility profile before making the submission
· An internal user updated the facility in the time since the external user started working on the facility; that is, the facility profile was updated internally after it was copied from the external read-only database to the staging database for use by the external user. 
The system determines whether a facility profile has changed via just two attributes of the facility profile object:  
· last_submission_type:  this attribute identifies the last update type(internal or external) that was made to the facility. If this attribute of the facility submitted by the external user and the facility in internal system are not the same, it means the two facility profiles are different.  One version is frozen and the other is made ‘current’.   If the two values are the same, it likely means the two facility profiles are identical.  To assure that this is the case, the system uses...
· last_submission_version: this attribute is incremented whenever the external user submits a facility update.  If the last_submission_type of the two facilities are the same, the system uses this variable to determine if any updates were performed by the external user.
With these two attributes, the system can reliably determine whether a new facility profile version, identified by fp_id, must be created or maintained.  If an external user creates a new version of facility profile through a submission, the copy_on_chg flag is set to Y. Any subsequent updates to the facility by internal users will result in another version of the facility and the facility profile submitted by the external user will be frozen.
[bookmark: _Ref194315771][bookmark: _Ref194315792][bookmark: _Toc203908769]Workflow
[bookmark: Workflow][bookmark: _Ref191187205][bookmark: _Toc203908770][bookmark: _Toc132624077]Overview
Business processes are made up of sequences of discrete tasks.  Templates can represent a specific set of tasks and the associated connectivity logic required to accomplish a particular business process.  Pre-defined business processes, or services that can be represented as templates are known as workflows.  STARS2 includes a powerful workflow subsystem.  STARS2’s Workflow Utility, built on the web-interface framework described in this document, provides a tool that enables DAPC personnel to manage and track work efforts in process.  The framework implements the interface between the utility and the database as well as providing a structure for the web interactions involved.  In addition, the utility employs the security mechanism that is incorporated in the framework to orchestrate who performs manual tasks within the workflows.    
[bookmark: svc_cat]The workflow designer permits selected personnel to manage workflow definitions, while the workflow engine controls the processing of active workflows, each associated with a well-defined business process or service, for example, the movement of a permit from initial application through final issuance. The mapping between submissions and workflows is pre-defined and not modifiable without code change.
[bookmark: _Ref147125733][bookmark: _Toc203908771]Workflow Designer
The Workflow Designer runs as a client application on the user’s PC.  It is expected to be used by very few DAPC uers and even then, very infrequently.  The only requirement to run it is the availability of a Java Virtual Manchine (JVM) on the client PC.  
The tool provides a graphical interface for the authorized DAPC user to define workflows specific to their particular business operations..  Workflows are built from a static set of predefined tasks and./or groups of tasks (see 18.2.1) plus the appropriate transition logic between the steps.   Workflows can contain different types of steps, different types of transitions, and different internal structures.  The remainder of this section describes the components of a workflow definition and also presents details of the user interface employed to create them.
[bookmark: _Ref137877719]Tasks[footnoteRef:66] [66:  Tasks may also be referred to as steps or performers.  These terms are used synonymously in this document.] 

Tasks represent steps that must be performed as part of a workflow.  Workflows may only be designed with the task steps that have been pre-defined.  Tasks come in two flavors:
Manual – tasks that require human intervention to complete.  From the point of view of STARS2 and the DAPC system user, manual tasks are essentially web interfaces.   Manual tasks are presented as rectangular boxes encasing the task name when displayed.  
Automatic – tasks that the system can perform without human intervention.  The Workflow Engine invokes any automatic tasks at the appropriate time with respect to the business logic captured in the template.  Automatic tasks are displayed as rectangles with rounded corners.[footnoteRef:67]   [67:  For STARS2, the pre-defined workflows minimize automatic steps, as the workflow subsystem cannot automatically track activity in other subsystems.] 

These tasks are visually distinguishable in the workflow templates (and processes) as they are presented to the DAPC user.
[bookmark: _Ref160538192] Workflow Relevant Data
Data relevant to a workflow , called workflow relevant data or WRD, is implemented as metadata (see Section 5.4 above.  It may be associated with any task within that workflow.  The WRD is defined as part of the initial creation (or later modification) of the workflow template.  Normally, a data item is associated with a given step.   However, the WRD fields are set (i.e., assigned a value) during the course of traversing an active workflow process.   The system will not then accept some step as ‘completed’ until the data item associated with it has been set.  Once the data is entered it is available to all subsequent steps in the process. 

[bookmark: _Toc160867795]
[bookmark: _Toc203908938][bookmark: _Ref147125710]Figure 78: Define tasks with the Workflow Designer
[bookmark: _Ref193005198]Special Task Attributes
Several attributes may be assigned to tasks when they are created.  Although these attributes normally do not effect the actual tasks, they can and do effect the way a task is handled when the system executes the workflow with which it is associated.
Data-controlled – tasks (or transition paths) that are controlled by one or more data values associated with the workflow.  These tasks have an appended notation indicating that only ‘1’ of the attached paths will be entered.
Aggregate – tasks which apply identically to more than one entity.  We want to prevent a large number of the same task (for different facilities) from appearing as separate items on a user’s list of work items.   For example, emissions fee invoicing in the Emissions report workflow is a task that can be aggregated.     So, if more than one facility reaches the ‘print invoice’ step in the workflow, and that task is assigned to the same user for any subset of facilities, then on the assigned user’s work item list, a single ‘print invoices’ task appears, denoted as an aggregate (*).  (On the workflow presentation, steps which can be aggregated are denoted by an ‘A’ in the upper left corner of the task block.).  
Milestone – a task that is marked for tracking in the Event Log, and is therefore visible to the RCU via their web interface once the task has been completed.
Durations – number of days from ‘start’ that a process or task normally takes.  Due dates are calculated on the basis of durations established during the creation of a workflow and each task within it.
· Expected duration (ED) – how many days do we expect this to take.
Expected durations facilitate management and tracking of work committed  and/or in-process.  EDs are assigned to both steps and processes.  
For steps, ED answers the question “How long do we expect this step to take once its state is set to Ready?; for Processes, the question is “How long do we expect a process based on this template to take to complete once it is initiated?[footnoteRef:68]  Due dates for the step or process then become the date on which the task (or workflow process) became ‘Ready’ for its assignee to begin working on it plus the ED. [68:  This duration may be associated with a Service Level Agreement (SLA) between the user and his/her customer, in this case DAPC personnel and the RCUs (or the facilities they represent).] 

· Jeopardy duration (JD) – how many days before the user needs an indication that the task or process is not yet completed.
The concept of Jeopardy Duration (JD) provides a vehicle for calling out workflows and/or steps within workflows whose status jeopardizes a commitment.  JDs represent different times depending on the type of JD.  Jeopardy Duration is a percentage of ED, for example 80%, for a task or a process.  It is always less than the corresponding ED.  When the task (or process_ reaches its JD, it triggers an escalation to indicate that the process may not complete by the end of the ED time period.
Note that durations apply (and are specified during definition) to entire workflow processes. [footnoteRef:69]  [69: The system supports Expected and Jeopardy duration specifications at the task level as well as the workflow level, but this capability is not been used in STARS2.] 

Associated Role – facility role of the user (not the person, but the role) to be assigned this task (see Section 17.3).  This information is used later to assign tasks within an active workflow to individual users at the time the process is instantiated. 
Transitions


[bookmark: _Ref137881735][bookmark: _Toc160867796][bookmark: _Toc203908939]Figure 79: Workflow Template Example
As illustrated in Figure 79, transitions between workflow steps can take several forms, some of which may be dependent on WRD.  
Sequential:


[bookmark: _Toc160867797][bookmark: _Toc203908940]Figure 80: Sequential Transition
When Step 1 transitions to the Completed state, Step 2 is immediately initiated.
to Sub-Flows


[bookmark: _Toc160867798][bookmark: _Toc203908941]Figure 81:  Transition to Sub-flow(s)
A transition to sub-flows creates a new instance of a workflow containing only the steps in the sub-flow.  The sub-flow step in the parent workflow is not marked as completed until the entire sub-flow process has completed.
Split AND
When Step 1 transitions to Completed state, all branches are taken; Steps 2, 3 and 4 all transition from Not Ready to Ready state.


[bookmark: _Toc160867799][bookmark: _Toc203908942]Figure 82: Split AND Transition
The separate paths may or may not come together again later in the workflow.
Split XORS
When Step 1 transitions to Completed state, only one transition branch will be taken.  Workflow Relevant Data determined before or during Step 1 determines which branch is taken. This is similar to an if-then, else if...else constraint or a select statement.  


[bookmark: _Toc160867800][bookmark: _Toc203908943]Figure 83: Split XORS Transition
For example, if Step 1 is a Decision_step that sets the WRD item, Decision, the transition may be coded as
if Decision = value 1
	then Step 2
else if Decision = value 2
	then Step 3
else  /** Decision = value 3 **/
[bookmark: _Toc132624081]	Step 4

Goto 
Goto is the transition that effectively implements the concept of looping within a workflow.  A workflow can Goto any previous step, on the current step’s path.


[bookmark: _Toc160867801][bookmark: _Toc203908944]Figure 84: GoTo Transition
For example, if Step 5b is a Review step, for example CO Approval, , then on the basis of a decision made by the user assigned to that step, the Goto transition could be to Step 2, 3, or 4b (but not 4a).  In this example, the Goto transitions from Step 5b to Step 2.  Steps 2, 3 and 4b, will all transition out of Completed state, and will be re-executed.  (Presumably the re-execution of these steps --- with whatever data values may have been set in previous iterations --- would eventually cause the workflow to either select path a, or to terminate the loop and proceed from Step 5b to Step 6b.) The graphic display indicates, via a loop count variable[footnoteRef:70] which iteration of a step was last visited.   A loop step in a workflow is designated as shown in a workflow diagram (see Section 18.4.3) with this icon: . [70:  The loop count variable value = 1 is suppressed.] 

[bookmark: _Toc52865990][bookmark: _Toc52878626][bookmark: _Toc52880270][bookmark: _Toc53992389][bookmark: _Toc203908772]Workflow Engine
An autonomous process, the Workflow Engine is responsible for active instances of workflow processes; that is, it manages the active workflows, traversing the various steps/tasks in each active workflow.  It is responsible for all transitions within the workflows, so it “queues” the manual tasks it encounters within a workflow (for a human to perform and record completion), and invokes the automatic tasks in the workflow when it encounters them.  Along the way, the engine may implement decision logic that affects the sequence of tasks performed for a particular instance of a workflow and/or coordinate parallel task paths within the workflow instance.  It is important to note that the workflow engine is implemented in a generic fashion; it contains no business logic, nor does it know of any tables in the STARS2 schema.
Workflow Instantiation
When STARS2 receives the trigger event, it sends a message to the workflow engine requesting instantiation of a new instance of the workflow template associated, in the service catalog, with that event/process.   As part of the process of instantiating a workflow, the workflow engine assigns each step in the workflow to the staff member associated with the facility role assigned to that step.  (See Section 17.3: Facility Roles for further discussion of facility roles.)
In addition, it automatically assigns a user to each task in the workflow according to the facility role associated with the task, and the user assigned that role for the affected facility. (See Section 17.3.)
.  The dynamically created workflow instance may include any/many of the workflow steps illustrated in Figure 85.  Step 1 is a selection branch; based on some data, the workflow will transition from Step 1 to either Step 2a or Step 2b. Step 3a is an automatic step, while step 6a is an aggregate step.  Step 4a represents a Subflow.


[bookmark: _Ref137625123][bookmark: _Toc160867803][bookmark: _Toc203908945]Figure 85: Sample Illustration of Active Workflow Instance 
The workflow engine, in concert with the assigned user, executes the tasks and transitions the workflow through its various steps to completion.  Where appropriate, the engine allows for parallel processing of independent paths of the workflow, such as that illustrated in Steps 4ca and 4cb..  .
[bookmark: _Toc52865995][bookmark: _Toc52880275]For the individual user, the workflow engine allows the system to offer a graphical or tabular summary of his/her work on a particular ToDo list entry.  For management, it permits tracking work progression and status across the organization (see Section 18.4.2).
[bookmark: _Ref191109806][bookmark: _Toc132624079][bookmark: _Ref137881992]Expedite process
Although in STARS2 it does not apply to workflow processes, users with the appropriate authority (i.e., system role) may mark an information task ‘Rush’ed, when it is created (i.e., Home  Create ToDo Task).  Users may sort or search their ToDo list with respect to ‘Rush’ed tasks, but there is no other procedure applied as a result of this operation.  
Workflow Task Life Cycle
Regardless of workflow type, when a workflow is initiated, each task in the workflow is placed on the ToDo List of the user to which the role assigned to the task (as defined in the workflow) is assigned for the facility associated with the workflow process. For example, when the workflow template illustrated above was designed, the designer assigned the role of CO Reviewer to Step 3c.  Jerry Johnson is assigned the CO Reviewer role for facility XYZ.  So when facility XYZ submits an artifact that triggers instantiation of a new workflow, Jerry Johnson will be the default assignee for Step 3c in that workflow instance.  Similarly, each step in the workflow template will have a role assigned to it; each role will have a person assigned to that role for facility XYZ.  These roles and role assignments determine the default assignees for workflows of this type for this facility.  The tasks on the assignees’ ToDo List drive the movement through the workflow instance.  A user may select a task on his/her ToDo list and the system navigates to the screen where the actual work to be done can be tracked and recorded.  Some steps have ‘custom’ task windows that encapsulate processing for that step, including providing tools and/or support for the manual activities that the task covers.  Most tasks, however, navigate to a generic or default task screen, such as that described and illustrated in Section 18.4.2, on page 169.   When navigating from a ToDo List to a task-specific window via a Task ID on the ToDo List entry, for example, a Permit Detail window when the task ID for a DO/LAA Permit Approval step, that window will provide a direct link to the associated workflow task.  
Each step or task in a workflow has a state that changes as the workflow progresses.  STARS2 uses the following possible task states for each task during a workflows life cycle:
Not Completed – The process flow has not reached this step in the workflow.  When a workflow is instantiated, each task following the first task is set to this state.  (The first task is set to In Process.)
Skipped – The step has been bypassed because a different branch was taken in the workflow process at a previous step on the basis of metadata values (normally set by the assignee or the system during the task’s execution) or a human decision.
In-Process – The task is currently on the assignee’s To Do list.  The step is in the process of being completed by the user.  This state applies only to manual steps.  In Process tasks move to Completed and the next task in on the executing path in the workflow moves from Not Completed to In Process.  If the task involves a decision, then any steps on the alternate path are marked as Skipped. 
Completed – The task is finished. The next task in the workflow moves from Not Completed to In Process on the assignee’s ToDo List.  Completed tasks may go back to a previous state in the event that a loop in the workflow puts the task on a path to be executed again.  In that case, loop target task changes from Completed to In Process, and all tasks between the target and the task from which the loop is executed revert to Not Completed.  In each case, the loop count of the task is incremented.
The above states reflect ‘normal’ workflow processing.  In some cases, workflows require that the task (and/or the artifact associated with it) be referred back to the facility, to another Department/Division with the Agency (e.g., Legal) or another state agency (e.g., the Attorney General’s office).  The two states below describe the processing and state transitions that occur in those cases.
Referred –The task is out of the control of the assignee; however, it continues to appear on the assignee’s task list.  A user may choose to stop the clock with respect to due dates and jeopardy dates or let the clock run while the task is referred. This choice determines whether the Due Date is adjusted to reflect the processing delay when control passes back to the STARS2 user.  The user may also choose to set a timer, which expires when the referral destination organization provides the required information or when the time expires. 
When a user Refers a task, the system marks the original task Completed and instantiates a new task (of the same type, with the same metadata and loop count), increments the loop count, and sets the task’s state to Referred.    
UnReferred – This state indicates that a task that has been referred has come back to the STARS2 user.   When a task comes back from a referral, the system marks that task UnReferred (a terminal task state), instantiates a new task (of the same type, with the same metadata and loop count), and sets the new task’s state to In Process.  The assignee may or may not have further work to do before setting the task state to Completed.
The workflow engine supports the additional task states listed below.  Although we never expect any task to move to these states, they remain in the system (and in the pick list for the ToDo List search).
Pending  – The state of the first task in a workflow before the process starts.  (For STARS2, the first task is In Process as soon as the workflow is instantiated.) 
Sub-flow in Process – STARS2 does not employ the workflow engine’s sub-flow capability, so this state should never occur.
Blocked,
Waiting for Auto Retry – These states apply only to automatic steps.  They provide a mechanism for handling automatic steps that may fail during execution.  STARS2 workflows do not use automatic tasks.  They are mentioned here, however, because the workflow engine continues to support them.
Process not ready for provisioning,
Cancelled – These states do not occur in STARS2 workflows due to the nature of the workflow processes STARS2 implements.
During workflow design, the designer can also flag certain steps in the workflow as ‘Milestones’.  The system records all state changes for a step so-designated in the STARS2 System Event Log (see Section 12.1). 
[bookmark: _Ref191109825]As described in Section 18.4.2, STARS2 provides a graphic representation of a workflow which, at any point in time, reflects the state of each and every task in the workflow.  The system also maintains and displays a full history of all workflow tasks, including any loops that have been executed (see Section 18.4.2). Workflow User Interface
[bookmark: _Toc203908773]Workflow User Interface
STARS2 provides several navigation paths to information about workflows, tasks and their status, as well as several summary views of workflow data.    This section describes the user interface to the various capabilities provided via user interface to the workflow sub-system  
[bookmark: _Ref193009416]Workflow Search
The primary mechanism to access workflows [directly] is the Workflow tab.  The Workflow  Workflow Search screen is the initial screen the system presents when the tab is selected.  Figure 86 illustrates both the Workflow Search Criteria, and the datagrid that results from Submitting a workflow search, in this case for Permitting Workflows (of Permitting Workflow Type) with Start Date between 3/1/2007 and 3/1/2008 for facilities with Facility IDs beginning ‘012’. 
Search criteria include the standard Facility ID and Facility Name, both of which support wildcard[footnoteRef:71]s, as well as Workflow Type and Workflow.  (Some of the Workflow Types are assigned to more than one Workflow.  However, if you can specify workflow, you need specify Workflow Type, there will be a single Workflow Type assigned to the Workflow you select.  Other search criteria include: [71:  See Section 7.2.1 for further information on using wildcards in text input fields.] 

Start Date from, to:   Limit search to workflows that started within the period specified.
Rush:  Limit search to workflows with the ‘Rush’ flag set to ‘Y’ or with the flag set to ‘N’.  If neither radio button is selected, the search ignores the Rush flag value.  Once a value is selected though, the search window must be ‘Reset’ to clear it; until then, one or the other flag value must be selected.
Created by: the user id of the submitter of the artifact that triggered creation of the workflow.  Artifacts (Applications, Emissions Reports, Facility Profiles, etc.) that have been migrated into STARS2 from older legacy systems show Created By: Air, Legacy.  Anything submitted through the e-Business Center Gateway show Create by:  Gateway, Gateway.

[bookmark: _Ref193001454][bookmark: _Toc203908946]Figure 86: Workflow --> Workflow Search Criteria and Results
The datagrid returned from a Workflow Search includes the columns shown above.  Most columns are self-explanatory.  The Status column shows the status of the workflow with respect to when it was due to be completed.  All three possible values are illustrated in the data shown in Figure 86:  
OK:  the process has not remained active beyond its Jeopardy or Due Date.  Section 18.2.3 for further information on Jeopardy and Due Dates.  Note that STARS2 only uses Jeopardy and Due Dates at the Workflow Process level, although STARS2 also supports them at the Workflow Task level.
Jeopardy:  The workflow is past its Jeopardy Date but still with the period specified by its Due Date.  This status value is highlighted in yellow when it appears in the datagrid or on any display.
Late:  The workflow is past its Due Date.   This status value is highlighted in red when it appears in the datagrid or on any display. 
Data in the Workflow ID and Facility ID columns are hyperlinks.  In the former case, the link goes to the graphical representation of the workflow process, as described in Section 18.4.2.  The latter, as usual, navigates to the initial page of the Facility Profile for the facility associated with the workflow process, which is named in the Facility Name column of the datagrid.
[bookmark: _Ref192920999][bookmark: _Ref192921306][bookmark: _Ref192922347][bookmark: _Ref193005614][bookmark: _Ref192929994][bookmark: _Ref192930052][bookmark: _Ref192920957]Summary Charts
Workflow  Summary Charts provides two graphical overviews of all the active (also called ‘Open’) workflows in the system; one overview is segmented by workflow Status and one by workflow process Type.    (The datum used to partition the summary chart by ‘Type’ is labeled Workflow (rather than Workflow Type) in the Search Criteria and also in the Search results datagrid.  For some workflows, Workflow and Workflow Type are the same. However, some Workflow Types apply to more than one Workflow.)

[bookmark: _Toc203908947]Figure 87: Workflow --> Summary Charts
The system color-codes each segment, provides a legend for the colors just below each pie chart, and indicates just outside the actual chart, as well as any time a user hovers their cursor on any segment, the total number of workflows that are represented in that segment.
The system provides ‘drill down’ capability on both of the summary charts; that is, clicking on any segment of either pie chart conducts a workflow search for the Workflow [ Type] or Status value of t he selected segment, providing more detail about all of the workflows that are accounted for in the pie segment.  



[bookmark: _Ref193009102][bookmark: _Toc203908948]Figure 88: Workflow  Summary Charts  Drill Down by Workflow [Type] = PBR
The drill down table in Figure 88 is the result of a standard Workflow Search, with the Workflow criterion sent to PBR.  Since there is no Status field among the Search Criteria for Workflows, the search that comes up with Figure 89 sets no standard search criteria values, but filters internally on the Status values to return only those with the status indicated in the selected pie sector.

[bookmark: _Ref193009193][bookmark: _Toc203908949]Figure 89: Workflow Summary Charts  Status = Jeopardy
Since these drill down results are standard search result datagrids, their Workflow IDs and Facility IDs are hyperlinks as described in Section 18.4.1.
[bookmark: _Ref193009727]Workflow Diagram
In addition to the data described above, STARS2 also provides detail data on both workflows and the tasks that comprise them.  Workflow  Workflow Diagram provides a graphic representation of the workflow selected in a search or drill down datagrid, or associated with a task screen or related object.  The display color codes the steps to indicate their status.  
As illustrated in Figure 85, tasks and transitions in an active workflow instance are color-coded to indicate their current state. 

[bookmark: _Toc203908950]Figure 90: Workflow --> Workflow Profile --> Workflow Diagram 
This diagram encapsulates a lot of information and provides one-click access to even more information and multiple operations:
Facility Name and Facility ID of the facility associated with the workflow process.  
All the steps required to accomplish the task described by the workflow, and their relationships to each other.
Name and Workflow Process ID for the workflow.
Tasks are color-coded to indicate their State
Completed and In Process tasks have an indication (in the upper left corner) of their Status with respect to expected and jeopardy durations
Legends for both the Task State and Task and Workflow Status indicators
Loop count variable indicating all steps that are visited more than once.
Links, via the individual tasks, to Task Profile pages for each.
Links, via third-level menu items multiple operations (see below for enumeration and illustration of user interface for each third-level menu item).
A third-level menu on the Workflow Diagram screen provides the following functionality via the interface illustrated:
Cancel:


Reassign (any combination of tasks in the workflow):


Change Due Date:

Note that these date changes apply at the workflow process level.  Start and Due Date changes at the task level must be made from the links on Task Profile. 
Summary, Permit Summary – access the processing history, which indicates each iteration of each visited step in a workflow.  It summarizes all the steps in a workflow that have been visited, and how many times they have been visited, i.e., the loop count of the step.  The resulting datagrid loop count, assignee, and number of days spent in various organizations during workflow processing as well as State, Status, Start and End Dates.  At the former link, the cumulative duration is provided; at the latter, the duration is partitioned according to the organization(s) that had ownership of the artifact (and its processing) during workflow processing.  Figure 91 illustrates the datagrid that provides this data for the Permit Summary menu item.  The system calculates the elapsed time spent with each group according to the status of each task.

[bookmark: _Ref137958387][bookmark: _Toc160867802][bookmark: _Toc203908951]Figure 91: Processing History Presentation

Workflow Clone 
This operation is only required when a user wishes to cover the EUs in one application in two different permits, where the second permit does not already exist. (the first one gets created when the user submits the application).  It creates a new permit with a different permit number, but copies everything from the first permit into the second.  The user must then manipulate the EUs (i.e., Include/Exclude them where appropriate) to reflect the division of the EUs between (or among) the permits.  The distinction between this operation and the ‘Generate Permit’ operation on the Application Detail screen is that the workflow that this operation creates is at the same point of execution as the workflow associated with the original permit and the permit has all the same EUs, EU groups, etc. as the original permit, while the workflow created from the Application Detail screen is a brand new workflow (with the first task In Process) and the newly generated permit includes no EUs.

Notes:

See Section 7.7 for a description of the interface and operation of Notes capability in STARS2.
Task Profile
The system maintains and displays a Task Profile for every task in every active workflow. This is the target screen when the user
Clicks on a task in an active workflow diagram, irrespective of the task’s state (Workflow tab).
Selects the Task Name link in a ToDo list item (Home tab).
Selects  (when available) on the detail/input page for the artifact associated with the workflow.
Selects the Task [name] link in the processing history available at Workflow  Workflow Diagram  Summary (or Permit Summary).
Figure 92 illustrates the ‘generic’ task screen. Each provides a similar set of information, although the metadata (i.e., the fields displayed over the Workflow Note List) and the Operations buttons just under the Task Profile title, vary according to the type of workflow, workflow task and assignee (in relation to the current user).  The system navigates to this window primarily two ways:


[bookmark: _Ref193017439][bookmark: _Toc203908952]Figure 92: Generic Workflow Task Screen
Operations buttons on the Generic Task Profile screen may include:
Self – assign:  re-assign a task currently assigned to someone else to yourself (i.e., the current user)
Skip : go to the next task in the workflow without doing any processing in the current task, or marking it ‘Completed’.  
Permit / Report / Facility Profile: a direct link to the artifact associated with the workflow.  (When accessed from the ToDo List or from the Workflow Subsystem, these target screens have a ‘Workflow Task’ button that navigates back to the Task Screen.
List: from the generic task screen for an aggregate task, this button navigates to the specific Task Profile for that task, where the system displays the list the tasks in the Aggregate Task.  (That screen has a Detail button that toggles back to the generic task screen for that Aggregate Task.)
Complete:  the assignee reports that s/he has completed the task.  This moves to workflow to the next task in sequence, unless it is a terminal state for the workflow, in which case, it makes the workflow complete as well.
Some tasks have task-specific screens associated with them. These screens can be accessed by selecting the Task ID link (instead of the Task Name link) in a ToDo List.  If that Task ID link brings up the generic task screen, then that step does not have a task-specific operational screen associated with it.  For example, in an Undelivered Mail workflow, the CO Follow-up Task ID navigates to the screen shown below.  This is the screen that the user would navigate to in order to work on the selected task; this gives the user a short-cut to that screen.  

[bookmark: _Toc203908953]Figure 93: Task-specific screen for CO Follow-up Step in Undelivered Mail Workflow
The third-level menu on the Task Profile screen provides access to the following operations as illustrated below.  On any particular Task Profile screen, the only available third-level menu items (i.e., those that are underlined, which are hyperlinks) are those that apply to the task-at-hand.  
Reassign.


Change Start Date.

Change Due Date.


Loop Back.


Referral.

[bookmark: permit_appl][bookmark: _Toc203908774][bookmark: _Ref188853733]Permit Applications & Requests
[bookmark: _Toc203908775]Overview
The applications subsystem provides a means for external RCUs as well as internal DAPC users (on behalf of RCUs) to create, modify and submit permit applications and permit modification requests to the DAPC[footnoteRef:72].  Although permit hard-copy application forms will be available to Non-Title V facilities, STARS2 supports online entry of ALL permit applications for facilities with all permitting classifications.   [72:  Use of the term ‘applications’ in this chapter may refer to any combination of the objects listed, Permit Applications (PTI/PTIO and TV PTOs), Notifications (PBRs) and/or  permit-related Requests (RAPMs, RPEs and RPRs), depending upon its context.  ] 

This subsystem handles data input and processing up until the submission is executed and acknowledged for the types of permitting artifacts shown below. After a user (internal or external) successfully submits a permit application, the Applications sub-system relinquishes control to the Permitting subsystem, which instantiates a permitting workflow, creates a skeleton permit of the type associated with the submitted application, and assigns that permit a unique permit number.    The list below indicates the mapping between Permit/Request Types and Workflow.[footnoteRef:73]  [73:  This mapping is established in the Service Catalog. See service catalog  workflow interaction discussion in Section 17.7.3 Overview. ] 

	Permit/Request Type
	
	Workflow

	· PTI/PTIO Permit Applications.
	
	Permit Workflow

	· Title V PTO Permit Applications.
	
	Permit Workflow

	· Permit-by-Rule Notifications.
	
	PBR Workflow

	· Requests for Permit Extension.
	
	RPE Workflow

	· Requests for Administrative Permit Modifications.
	
	Permit Workflow

	· Requests for Permit Revocation.
	
	Revocation Workflow



Permit applications are tightly coupled to a particular instance of a Facility Profile, and any changes that are made to the Facility Profile as part of the permit application are always submitted along with any data entered in the permit application itself. Therefore, when a permit application is submitted, the version of the Facility Profile submitted with it is “frozen” so that whatever data specified in the profile remains static despite future changes to the Facility Profile for that facility. 
The information in this chapter focuses on the design and behavior of the STARS2 Portal software application (also referred to as the external [STARS2] system, or “the portal”), accessed via the OEPA e-Business Gateway website by RCUs, except where otherwise indicated.  RCUs are the primary users of this sub-system.  DAPC personnel use the system to enter applications and requests that RCUs submit via hard copy forms.  In general, the external system capabilities are a subset of those available to the internal user and are more limited in scope.  For example, application handling and operations are similar for portal users except that RCUs only have access to applications for their own facility, while DAPC users have access to applications from all facilities.  In addition, portal users can access applications-in-progress, while DAPC users cannot “see” applications until they have been submitted.  Once submitted, however, both user populations are limited to read-only access for permit application data and documents included in the same submissions, with the exception of the all-powerful STARS2 System Admin, who will always have full access to everything in the system.  Where the DAPC Internal STARS2 system differs from the external system, this chapter explicitly calls out those differences.  
The Permit Applications user interface, although built upon the common components is, at its highest level, presented slightly differently to the different user populations.  In addition, access to application information is controlled by user login authorization[footnoteRef:74] for RCUs, and by STARS2 system role assignment[footnoteRef:75] for DAPC users.  [74:  User login authorization is managed by ITS and outside the scope of the STARS2 system and this document.]  [75:  See Section 8 of this document for more information.] 

[bookmark: _Toc203908776]Data Model
Some Permit Application data applies at the facility level, while some is Emissions Unit (EU)-specific.  Each application is made up of one data object representing the facility-wide information and one or more data objects representing information that is applicable at the Emission Unit level for each Emission Unit associated with the application. The set of Emission Units that may be associated with a Permit Application is limited to the Emission Units defined in the Facility Profile associated with that application. Therefore, before an Emission Unit can be included in a Permit Application it must exist in or be added to the corresponding Facility Profile object. All Emission Units defined in the corresponding Facility Profile are eligible for inclusion in the application except Emission Units for which the Operating Status Code indicates that the EU is Invalid or Permanently Shut Down.
All Permit Application and Permit Request data objects are comprised of a base data object which contains data that is common to all request types and specialized data objects containing data specific to a particular request type. Similarly, there is a base data object for emission unit information related to a permit application with specialized EU objects for the varying application types as well.  The table below maps the permit application data to the corresponding database tables that house type-specific data.
[bookmark: _Toc203908855]Table 14: Application Data / Database Table Mapping
	Type of Data
	Database Table Name

	Application Common
	pa_application

	Application Document Attachments for PTI/PTIO and Title V PTO Applications
	pa_application_document

	PTI/PTIO Application
	pa_ptio_application

	Title V PTO Application
	pa_tv_application, 
pa_tv_applicable_reqs and related tables
pa_tv_compliance and related tables
pa_tv_proposed_ [alt_limits |
                 exemptions |
                 test_changes]

	Permit-by-Rule (PBR) Notification
	pa_pbr_notification,
pa_pbr_notification_document 

	Request for Administrative Permit Modification (RAPM)
	pa_rpc_request,
pa_rpc_request_document

	Request for Permit Extension (RPE)
	pa_rpe_request

	Request for Permit Revocation (RPR)
	pa_rpr_request

	Emissions Unit Common
	pa_eu

	EU in PTI/PTIO Application
	pa_ptio_eu, 
pa_eu_emissions

	EU in Title V PTO Application 
	pa_pt_eu,
pa_tv_eu_emissions,
pa_tv_eu_groups and related tables
pa_tv_eu_operating_scenarios and related tables




[bookmark: _Toc203908777]Use Cases
Create a Permit Application
Figure 53 on page 124 illustrates the Air Services Home page accessible to external users as described in Section 15.1.1.  To create a new Permit Application, the user selects the appropriate link from the list in the New Tasks section of this page corresponding to the type of application s/he wishes to initiate:  Permit-by-rule (PBR) Notification, PTI/PTIO Permit Application, TV Permit Application, or Request Administrative Permit Modification.  Doing so takes the user to the New Application popup window.  
The popup, an example of which is illustrated in Figure 94, displays the appropriate Facility ID value, and the Request Type associated with the users New Task selection.  Additional data may also be requested (and in some cases, required), depending on the New Task selected, as listed in Table 15 

[bookmark: _Ref190231634][bookmark: _Toc203908954]Figure 94: Example: Create New PTI/PTIO Application Popup Window
Once the user provides all the appropriate data, s/he selects to create the new application.  The system then takes the user to the input screen, Application Detail, for the appropriate application type.
[bookmark: _Ref190171577][bookmark: _Toc203908856]Table 15:  Type-Dependent New Application Input Data 
	Request Type
	Additional Data

	PTI/PTIO Application
	checkboxes (optional): 
Facility-requested correction to application only applies if the facility has a submitted application/permit-in-progress.  If selected, system presents a pick list, Affected Application Number (a choice of facility’s submitted PTI or PTIO Applications) and the user must select one of them and text input field (required) Reason for Correction
Copy data from existing application[footnoteRef:76] [76:  The Copy data from existing application operation has, in the past been referred to as ‘cloning’ an application.] 

if checkbox selected, system presents pick list, Affected Application Number (choice of the facility’s previous PTI or PTIO applications)

	Title V PTO Application
	checkboxes (optional): 
Facility-requested correction to application only applies if the facility has a submitted application; 
 if selected, system presents 
· a pick list, Affected Application Number (a choice of facility’s submitted TV PTO Applications) and the user must select one 
· and user must complete text input field Reason for Correction (required)
Copy data from existing application
if selected, system presents pick list, Affected Application Number (a choice among the facility’s active Title V PTO applications- required)
	
	
	

	
	
	




	PBR Notification
	pick list choice (required): PBR Type

	RAPM
	pick list choice (required): Modification Type,
pick list, choice of the facility’s active permits of the selected type (required):  Permit Number,  presented following selection of type



Because the scope of their visibility into facilities and applications is much wider than that of the external user,  internal users must navigate to a screen from which a new application may be created:  Facilities  [select facility]  Applications(on 3rd level menu)  New request (button at bottom of Applications datagrid)  [Select Request Type]   [Complete additional data, if applicable]   Depending on the Request Type that the internal user selects, the progress through the input windows/fields mirrors that described above for the external user, except that for PTI/PTIO Application, in addition to the two checkboxes referenced above, there is an additional checkbox labeled DAPC Amendment to Application.  
Once the user selects, the system navigates to the Application Detail screen for the appropriate Application Type.  The Application Detail page comes up in Edit mode for both internal users and external users.  
For any application or request, if the user has selected the Copy data from existing application checkbox prior to selecting the ‘Create’ button, the Application Detail screen will be pre-populated with data from the application specified in the New Application popup window.  In this instance, in additional to the application data, physical copies of any attachments associated with the source application are copied to the appropriate location to be associated with the target application.  The only information related to an application that is not copied in this instance, is the associated Notes, if any.
If necessary, general users of the Internal DAPC system may initiate or modify applications or requests with the exception of Title V PTO Applications.  TV PTO applications cannot be created from internal system except by a user with STARS2 Admin authority.
The input fields for all application types are all of the types described in Section 7.2, and standard operations buttons (as described in Section 7.9).  Permit application-specific operations buttons are described in the appropriate sub-sections below.
Edit an In-Progress Application
Continued work on an application-in-progress takes place on the Application Detail page referenced above, which may involve more than one screen, depending on the application type.  In this window, users may continue to add and modify data. External and Internal users reach the Application Detail via different navigation paths.  All tasks-in-progress for an external user appear in the user’s Task List on their Air Services Home page.  The external user navigates to the Application Detail page by clicking on the Task Name link for the application task (or any other task in the list) that s/he wishes to work on.  The internal user however, must navigate first to a list of Applications that include the application of interest.  S/he may do this either by going to the Applications tab and entering Search Criteria that will locate the application (and possibly others, depending on the criteria s/he enters) or navigating to the facility’s Facility Profile page and selecting Applications in the third-level menu.  From there, clicking on the Request Number of the application of interest takes the user to the appropriate Application Detail page.  
The user may save data entered into the application at any time (and, to preserve input, must do so in order to navigate away from any Application Detail page they have accessed in Edit mode).  If the user needs to leave his/her workstation for an extended period of time he/she may resume work by logging back into the system and returning to the Application Detail screen for that application. Note that all external Application work up until the user Submits the application (including any attachments added) is stored and managed in the DMZ Staging area discussed in Section 3.2, and therefore is not visible to internal users.  Applications in progress for the external user don’t appear in the database that internal users access until they are submitted, after which they are not editable except by users assigned the STARS2 Admin role.  
Edit the Facility Profile Associated with an Application
A Facility Profile must “match” the data in any Permit Application.  For example, an EU cannot be included in a Permit Application unless/until it is visible in a facility’s profile (hopefully, with its full emissions configuration in place).  Consequently, in addition to explicitly selecting the Facility Profile Change from the New Tasks list on the portal Home/Task page, a Facility Profile Change task is automatically created whenever there is one or more Permitting tasks in the In Progress Tasks list.  In the process of creating or editing a Permit Application, it may be necessary to change data in the Facility Profile corresponding to the application (e.g. There may be a need to add a new Emission Unit to the facility). Changes to the Facility Profile are made using the Facility Profile screens. Navigation to these screens varies slightly between the Internal and External systems.
Internal
The Facility Profile may be edited by navigating to the Facility tab and selecting the appropriate screen to edit the information that needs to be changed. However, if the user is currently viewing the Application Detail screen, the appropriate Facility Profile page may be displayed by selecting the button labeled ‘Show Facility Profile’ at the bottom of the Application Detail screen.
External
When an application is created in the external system, it is associated with a task which appears in the In Progress Tasks table which appears on the Air Services Home page. A Facility Change task is also created when the task for the application is created. The Facility Change task is used to track changes to the facility profile associated with the application. If changes need to be made to the facility profile in the course of completing the application, the link for the Facility Change task may be selected to navigate to the appropriate page for editing the facility profile.
Include Data for an Emissions Unit in an Application
By default, all Emission Units defined by the facility profile associated with an application are eligible for inclusion in the application[footnoteRef:77]. Users may specify which eligible Emissions Units the system should include in the application.  The system requires users to enter/attach application-specific information application (Emissions Information, EAC Forms, Process Flows, etc.) appropriate to the application type for each included Emissions Unit.  Depending on the type of application, all emission units are either included or excluded by default when the application is created.[footnoteRef:78]  That is, unless or until the user modifies the application, a newly created PTI/PTIO Application will have no emission units included while a Title V Permit Application will include all emissions units for the facility.. [77:  This is not true for permit modification requests (RAPM, RPE, etc.). These types of requests allow only emission units that have an ‘Active’ status in the permit to be modified to be included in the application.]  [78:  by the Permitting sub-system rather than this, the Permit Application and Request sub-system] 



In the tree representation of the application, Emission Units that are not included in the application will be identified by this icon: . These emissions units may be included in the application by selecting the icon and then selecting the button labeled Include EU in application on the page that appears once the icon is selected. An Emission Unit may be excluded from an application by selecting the included EU, , then selecting the button labeled Exclude EU from application on the detail page for the Emission Unit to be excluded. The set of Emissions Units included in the application can also be managed via the EU Selection Page which becomes visible when the user selects the button labeled Select EUs at the bottom of the Application Detail page.
Copy Emission Unit Data
If much of the data that needs to be entered for two or more emission units is the same, STARS2 provides the ability to copy data from one emission unit to another. This copy operation may be performed using the EU Selection page by adding the EUs to which data should be copied to the list labeled ‘Included EUs’ and entering the identifier for the source EU in the drop down list labeled Copy data from EU. The EU Selection page will not allow EUs already included in the application to have their data overwritten by this operation, so the EUs to which the data should be copied must be excluded from the application prior to performing this operation.
Delete an Application
Until an application is submitted, it can be deleted by any authorized user for the facility.  The user interface for this operation differs between the internal and external systems.  
External
To delete an application using the external system, the user must delete the task associated with the application from the In Process Tasks table on the Air Services Home page.  Since there is no record in the STARS2 internal database of the application (or any associated Facility Profile changes), the external system need not communicate with the internal system to execute the deletion.  Any attachments to the application being deleted will not be recorded in the internal database but the documents will still exist in the Stars2 attachments file directory.  Currently, the internal system has no way to identify these as files that should be deleted, since the internal system has no visibility into the external system’s database there is no way for the internal system to know these files have been marked as temporary, so the file cleanup routine will never clean up these files, so the files will continue to exist in the file system even though they will never be referenced by any application since the application information  has been deleted.  
Internal 
Navigate to the Application Detail screen for the application to be deleted. Select the button labeled ‘Delete Application’. A popup window will be displayed asking the user to verify that the application should be deleted. Selecting the button labeled ‘Yes’ in the popup window will cause the application to be deleted from the system. Its attachments are marked temporary and will be deleted at a later time by the clean-up daemon.  There is no way to retrieve data for an application once it has been deleted.
[bookmark: _Toc203908778]Other Operations
Validate an Application
An application must be validated before it may be submitted. Validation works the same on both the internal and external systems.  To validate an application the user must select the button labeled ‘Validate’ at the bottom of the Application Detail screen.  Application validation follows the paradigm and reports exceptions as described in Section 7.10.3, Composite object validation.  The text of each reported problem description is a hyperlink that navigates to the screen where the necessary change may be made when selected.
An application is validated against the set of rules specified for that type of application to ensure all required input fields have been populated with legal data.  These roles are coded in the ApplicationBO class and a code change would be required to alter the existing rules or add new rules.  In addition to validation of the application data fields, data in the facility profile associated with thte application is also validated.  Again, the validation rules for the facility profile data vary slightly based on the type of application being validated.  The facility profile rules are coded in the FacilityValidation class.
If no error messages are present in the facility profile or the application, the system presents an informational message indicating that the validation was successful, and activates the button labeled ‘Submit’ on the Application Detail page, allowing the application to be submitted.
Submit an Application
When an application has been completed and validated, it must be submitted to the DAPC in order for work to begin on the permit associated with the application.   The submission process, for both the application and the associated Facility Profile follow the standard paradigm described in Section 6.2.8
External
Select the button labeled ‘Submit’ at the bottom of the Application Detail screen. After the ‘Submit’ button is selected a popup window will be displayed informing the user of the implications of submitting the application and asking if the user would like to proceed with the operation. Selecting ‘Yes’ on the popup window will cause a second popup window to be displayed, prompting the user for the PIN[footnoteRef:79] assigned to the Facility for which the application is being submitted. Once the PIN is entered, a third popup window will be displayed presenting the user with a security question. If the security question is answered correctly and a correct PIN was entered on the previous screen, all information associated with the application will be submitted to the internal Stars2 system. If either the PIN or the answer to the security question is incorrect, the system displays an error message and the user may attempt submission again.  There is no limit to the number of times a user may attempt to submit an application. [79:  Acquisition and use of a PIN and security question is handled entirely by ITS and is beyond the scope of this document and this system.] 

When the submission process has completed, a message indicating that submission has been successful should be displayed fairly soon after submitting the answer to the security question.  For applications with a large number of attachments, the submission process may take several minutes to complete.  When such an application is submitted, it is possible that the final submission popup window (the security question window) will display an error message informing the user that the submission is in process and that the user should try again later.  If this is the case, it would be best to wait 15 to 30 minutes (or possibly longer, if there are more than 100 attachments added to the application) before attempting to submit the application again.  The procedure for resubmitting an application is identical to submitting an application for the first time.  
It is possible, although unlikely, that some internal system error may cause the application submission to fail.  If this is the case, an error message will be displayed informing the user that an error has occurred and instructing the user to attempt submission again at a later time.  It is quite likely that the problem will be resolved quickly and the subsequent attempt to submit the application will succeed.  If this is not the case, the user may want to contact the Help Desk to inform them of the problem before resubmitting the application.
Internal
Select the button labeled ‘Submit’ at the bottom of the Application Detail screen. After the ‘Submit’ button is selected a popup window will be displayed informing the user of the implications of submitting the application and asking if the user would like to proceed with the operation. Selecting ‘Yes’ on the popup window will cause the application to be submitted and will result in creation of a permit and permit workflow appropriate to the type of application submitted.
If there is some system error that prevents the application submission from being processed, the system displays an error message and the application remains in its current state (validated, but not submitted). The user may to attempt submission at a later time once the problem has been resolved. If no error occurs, the system marks the application ‘Submitted’. Once an application is submitted, data on the application may not be edited[footnoteRef:80]. However, DAPC users will still have the ability to add notes or additional attachments to the application after it has been submitted. [80:  Edit capability on submitted applications is available to users with Stars2Admin privileges if there is a need to make a change after an application is submitted.  DAPC expects this to be a rare occurrence.] 

If a Title V PTO or a PTI/PTIO application is submitted, a public notice of the application submission will automatically be issued. If the issuance of the public notice fails due to a problem with the system, an informational message will be displayed on the screen notifying the user of the failure. Failure to send a public notice will not affect submission of the application; creation of the permit and permit workflow will be performed regardless of success or failure of sending the public notice.
Generate Permit (Internal Only)
Once an application is successfully submitted, the submit button no longer appears on the Application Detail page. If there is a need to resubmit the application to create a new permit and permit workflow instance (possibly in order to split the application among multiple permits) this capability is made available via the button labeled ‘Generate Permit’ which is only displayed for submitted applications. Selecting this button will cause a popup window to appear warning the user that a new permit and permit workflow will be created for this application. Selecting ‘Yes’ on the popup window will result in a new permit and permit workflow being created, essentially performing the same operation as the ‘Submit’ button minus the generation of a public notice.
Associate Application with Current Facility Profile (Internal Only)
By default, any application created on the internal system will be associated with the current version of the facility profile for the facility to which the application applies. If the version of the facility profile with which an application is associated is “frozen” (via the Preserve current profile button on the Facility Profile page), any subsequent changes to the facility profile will be ignored by the application. If there is a need for the application to be associated with the current facility profile, this can be done by selecting the button labeled ‘Associate with current facility profile’ at the bottom of the Application Detail page. Once this button is selected, the application will be associated with the current facility profile and the most recent changes to the profile will be visible on the application.
After an application is submitted, the version of the facility profile with which the application is associated is “frozen”. This is done to ensure that future changes to the facility profile do not alter the data associated with the submitted application.
The capability to associate an application with the current facility profile is not available once the application is submitted. This preserves the relationship between the application and the data in the facility profile at the time the application is submitted. This capability is also not available on the external system since it is not needed. The capability to “freeze” the version of the facility profile associated with an application is not available on the external system.
[bookmark: _Toc203908779]Permit By Rule
A Permit-by-Rule application is only available to a subset of facilities, depending upon their SIC/NAICS codes (i.e., the business they are in).  There is minimal input in STARS2 for a PBR Notification and no actual Permit (or other document) is generated.  
PBR Notification Input screen consists of:
Pick lists for 
· PBR Type
· PBR Reason
· Operations buttons
·  Edit (pick list values only)
·  Select EUs to include/exclude in the Notification
· Validate 
· Submit
· Link to PBR Supplemental Forms
· Attachments: PBR Supplemental Form specific to the business operations of the facility (required)
In addition to the input fields, the system provides text direction with respect to other input requirements as well as implications of the request being ‘Accept’ed by DAPC.
[bookmark: _Ref191805933][bookmark: _Toc203908780]Other Permitting Requests
Two additional permitting requests, Request for Permit Extension (RPE) and Request for Permit Revocation (RPR), may only be created and submitted by DAPC users on the internal STARS2 system.  DAPC may create these either at the facility’s request or as a result of other activity related to the facility and its permitting status.  For example, if a facility submits a PBR Notification for EUs covered under an active permit, then that permit must be revoked before DAPC can respond to the PBR Notification.   
As with PBR’s, there is no actual permit associated with these requests, but the permitting sub-system instantiates a workflow of the type associated with the request when the DAPC user submits it.  Unlike PBR’s, however, there is a simple issuance process that DAPC must execute for Ohio EPA’s response to such a request (i.e., a Director’s Action) to be ‘issued’, with an issuance document sent to notify the facility of the action taken.  
Submission of the RPE adds information to the display related to the permit being extended and its related invoice, and provides access to the  capability, as it does upon RPR submission.  The only editable fields for RPEs are Request Received Date and Termination Data.  For RPRs the user may edit Request Received Date, RPR Reason, and/or Basis for Revoke before creating the ‘Issuance’.  The Issuance process for these requests involves submission of public notices, the next of which may be modified by the user, and the opportunity to upload notification documents and/or address labels as appropriate.  Should the user choose not to upload custom documents, then the system creates default documents, substituting were appropriate, information specific to the facility and/or the request.
Other than standard operations (e.g., Edit, Save, Cancel, Validate, Submit), the only other operations the system offers for RPEs are  and , and for RPRs, , all of which change the value of the Disposition field in the Request record to the state indicated by the button label; all imply that no Issuance will be created or sent.   All of this activity remains accessible under the Applications tab, although the actual processing is done by the Permitting sub-system.

[bookmark: permitting][bookmark: _Ref189913763][bookmark: _Ref189913794][bookmark: _Toc203908781]Permitting
[bookmark: _Toc203908782][bookmark: _Toc132624073]Overview
The Permit creation and development processes are at the heart of the STARS2 system, as they subsume much of DAPC’s work.   In STARS2, this process is driven by the Service Catalog, which associates each service (i.e., permit application submittal or other action) with a workflow process so that the system can then facilitate tracking manual steps and implementing automatic steps carrying information about the entity through the process, and validating it along the way.
The Permitting process begins with a permit application, submitted by a regulated community user or someone acting on their behalf, normally through the STARS2 Portal.  STARS2 supports [at least] the following permit-related actions:
New and renewal PTI/PTIOs  
New and renewal TV PTOs 
Administrative modifications to existing permits (RAPM)
Permit by Rule (PBR)
Permit Revocation (RPR)
Permit Extension (RPE)
[bookmark: _Toc132624075]The action of successfully submitting a Permit Application or permitting Request triggers the Permitting Sub-system (as opposed to the Permit Application sub-system through which the user submitted the application) to create a skeleton permit and initiate an instance of a workflow process that will track the development cycle of that permit.  The system then supports the DO/LAA and Central Office personnel in their development of a permit document.  At the permit writer’s discretion, STARS2 can 
Provide an interface for entry of data needed by the permit
Upload a Terms and Conditions document for the permit
track versions of the Terms and Conditions documents during the permits development
Generate materials, including a cover sheet, cover letter, permit Part I, and a shadow permit document, including the appropriate sections (although empty, of course) for facility-wide Terms and Conditions (Part II of the permit) as well EU and EU-group specific Terms and Conditions (Part III of the permit)
[bookmark: _Toc203908783]Skeleton Permit Generation
  As a convenience, when a user submits an application or request[footnoteRef:81]  that triggers the development of a permit document, the Permitting sub-system creates an initial, skeleton permit of the appropriate type and navigates to the detail page for that skeleton.  By default, the skeleton includes all the EUs in the submitted application that triggered its creation.   The permit writer may, of course exclude, individually or as a group, any EUs they do not wish to include in the active permit.  Other EUs may be included in the permit, but only if an application including those EUs has been associated with the permit.   See Section 20.4.4 for more information in including and excluding EUs and EU groups.  [81:   Use of the term ‘applications’ in this chapter may refer to any combination of the objects listed, Permit Applications (PTI/PTIO and TV PTOs), Notifications (PBRs) and/or  permit-related Requests (RAPMs, RPEs and RPRs), depending upon its context.  ] 

When a user submits a PTI/PTIO application, the Permitting subsystem determines the appropriate permit type (i.e., PTI or PTIO) based on the Permitting Classification of the Facility as well as creating an ‘empty’ permit of the type matching the application.  For PTIOs the skeleton permit carries over flags indicating whether a particular permit is a General Permit and whether a Draft is required to be issued.  Even for the RPE and RPR requests, this subsystem creates a shell permit that it uses to navigate the issuance process described in Section 19.6 above
[bookmark: _Toc203908784]Permitting Workflows
 In addition to creating a skeleton permit for every submitted application, the system also instantiates a workflow process for the new permit instance.  All of these workflows are characterized as Permitting with respect to their Workflow Type, but they may differ depending on the kind of application.  Workflows for permits and permit-related requests have Workflow Type value of Permitting.  
[bookmark: _Ref191882287]Permitting 
Primary processing of permits for which users submit an actual application (either through the portal or via hard copy) is common across permit types:  PTI/PTIO, TV PTO, and RAPM[footnoteRef:82].  It is known as the Permitting workflow (one of several workflows with Workflow Type = Permitting).  Figure 95 illustrates this workflow.  It covers all the steps in the permitting process beginning with initial receipt/review of an application, and including provision to return the application to the RCU early in the process if is it is incomplete or inaccurate.  The workflow continues through Final Issuance.  All review and approval activities are accounted for.  The workflow includes a task, DO/LAA Technical Review, that covers most of the manual activities required of the permit writer (i.e., actually establishing and documenting the Terms and Conditions for the permit).  A decision point in the DO/LAA Technical Review step allows the reviewer to deny the permit or to approve it, moving it forward to the Central Office (CO) for its review, approval, and issuance activities.   The first CO step is also a decision point; from that step, the permit may go direct-to-Final or enter the multi-stage development and review process for a permit:   Draft, Preliminarily Proposed Permit (PPP), Proposed Permit (PP) and Final.  A looping construct, Loop Technical Review, appears twice in the workflow, once to represent (and implement) the repeated review/approval cycle for the various stages, and once to repeat a review/approval/denial cycle in the event that a denial is disapproved at its end.   [82:  RAPM is essentially a re-issue of permit that has been Issued Final, with changes as detailed in attachment(s) to the RAPM Application.  The permit writer incorporates the changes as appropriate.  The permit is re-issued (with a new permit number) as modified, and referencing the permit it replaces (i.e., superseded permit number). ] 


[bookmark: _Ref191282953][bookmark: _Toc203908955]Figure 95: Permitting Workflow: for PTI/PTIO or TV PTO Permit or a RAPM
The activities and operations for moving an application through the steps required to generate a permit are variable with respect to the rules and limits encapsulated in them and quite complex. STARS2 cannot actually execute any of the steps.  Consequently, each step in this workflow is manual.  However, the system does provide significant value to the permit writer (and others) by effectively tracking the status of the developing permit, supporting, and in some cases automating some activities embedded in various workflow steps, validating permits and the information in them, and providing assistance in the assembly and production of an actual permit document.  Section 20.4 details the support and assistance available, as well as the user interface for accessing it.
Permit by Rule
Permit by Rule is not an actual permit, or indeed, even a request for DAPC action.  The Ohio EPA website (http://www.epa.state.oh.us/dapc/pbr/permitbyrule.html) describes it this way:
A permit-by-rule (PBR) is an optional permit exemption in the Ohio Administrative Code that applies only to a certain type of air pollution source or facility.  The PBR contains qualifying criteria, emission limitations, conditions for operation, and requirements for record keeping and reporting. ...  
Different OAC provisions apply for different types of facilities.  If a user determines that they have one or more emissions units that are eligible for a PBR exemption, then they can use STARS2 (as well as other manual methods) to notifiy DAPC of their intention. 

[bookmark: _Toc203908956]Figure 96: PBR Workflow
This workflow illustrates that the only DAPC action is to accept the PBR Notification, or not.  In the former case, DAPC must also determine whether any of the EUs in the PBR Notification is covered by an active permit, in which case that permit or permits must be revoked before the ‘Acceptance’ can happen.  Note, however, that there is no issuance of any sort associated with the PBR Notification, so DAPC’s work is complete once they Accept (or Return) the Notification.
Request for Permit Revocation
The process for RPRs is an abbreviated version of the Permitting process illustrated in Figure 95 with a review process similar to the CO Review process for permits.  The document that is Issued in this case, however, is a brief notification that the revocation has been approved, rather than a complex permit document.  In addition, rather than four stages of Central Office review for permits, RPRs have just two:  Propose and Final.  The PIDM Review may determine that the ‘Final’ acceptance can be immediate, that the revocation requires a ‘Propose’d stage, from which it can go directly to Final, or that a ‘Propose’d acceptance must be re-reviewed.  

[bookmark: _Toc203908957]Figure 97: Revocation Worfkflow
The document associated with an RPR is generated and sent as part of the Issuance Process for this request type (Issue [Propose|Propose/Final|Final] workflow step depending on issuance stage).  The DAPC user must provide basic information (Request Received Date, reasons for wanting/needing the extension, etc.), which they do when they submit their request.  There need not be any ‘development’ involved in this process, but the user may provide a custom document to be the Issuance document and/or a custom label or labels for distributing the document.  If the DAPC user does not provide them, the system builds reasonable facility-specific default, using the template-based document management paradigm described in Section 9. 
Request for Permit Extension
Extensions only apply to installation permits.  They are required when a facility has received an installation permit (either a PTI or a PTIO), but cannot complete the installation by the deadline established in the initial permit.  An extension extends the date from the original permit for a covered EU to be installed and become operational.  STARS2 ensures that DAPC cannot submit an RPE for a permit to which an extension is not appropriate.

[bookmark: _Toc203908958]Figure 98: Extension Workflow
The document associated with an RPE is generated and sent as part of the Issuance Process for this request type (Extension Issue workflow step).  There need not be any ‘development’ involved in this process.  The user must provide basic information (Request Received Date, reasons for wanting/needing the extension, etc.), which they do when they submit their request.  The user may also provide a custom document to be the Issuance document and/or a custom label(s) for distributing the document.  However, the system builds reasonable facility-specific defaults in both cases if the user does not provide them.
[bookmark: _Ref191878216][bookmark: _Toc203908785]Permit Development 
This section covers the development of permit documents that are managed via the Permitting workflow described in Section 20.3.1 above.  Information regarding the preparation and processing of other  permitting actions (PBR, RPE, RPR) are covered in the corresponding sections above as well.
The Permit Tree
The system provides a tree representation of the permit being developed.  This tree demonstrates all the standard tree control functionality described in Section 7.6.  It indicates all the EUs that may be included in the permit by virtue of having been included in an application associated with the permit.  Note that the eligible EUs may change during permit development process as a result of DAPC action involving association of submitted permit applications to permits-under-development. 
The tree icons communicate whether each eligible EU is 
1. Assigned to a DAPC-created EU group
2.  Currently included in the permit or excluded from it.
3.  Insignificant or not-insignificant
4. Validated or not
APPENDIX A - illustrates and defines the tree icons.  As the permit writer manipulates EUs with respect to the permit, the system updates the tree to reflect those actions.  
Permit Data Input
The Permit Data Input page (or pages) differ(s) depending upon the type of application submitted or permit being developed.  In the case of PTI/PTIO applications, there is no distinction between the two made in the application.  The Permitting sub-system selects the permit type to instantiate (PTI or PTIO) based on the Permitting Classification of the Facility submitting the application.  All of the input data required or requested on the permit input pages is of one of the types described in Section 7.2.  In Edit mode, depending upon the type of permit, the input fields may include
· Checkboxes indicating various special conditions or circumstances that might apply to the facility and/or permit; for example, FESPTIO, Express PTIO, or General Permit, Federal Rule applicability, as well as Federal Rules or circumstances that may apply, such as whether a hearing is required, or whether the facility is subject to MACT. 
· Pick lists with which users may specify permit-type-specific values
· Text input boxes in which users may explain their applications or provide required information regarding the permit, for example Descriptions elucidating Permit Reason(s), as well as specific text input fields such as ERAC Case Number or Superceded Permit.
· Indicators of required (*) vs. optional fields.  (Fields that are optional at some points in the permit development process may be required at a later/different point in the process, so the indicators may differ depending upon where in the development process the permit is.)
· Buttons with which to upload specific documents, for example:  Statement of Basis or Response to Comments
· Datagrid for adding and/or deleting Associated Applications
· Controls for manipulating Public Notice text
· Access, via third-level menu items, to datagrids for adding and/or deleting Notes, Attachments[footnoteRef:83] and Terms & Conditions documents [83:  Notes and Attachments are features available to permit writers.  However, neither the notes nor the attachments are part of the actual permit document issued.] 

Application / Permit Mapping
Although the system creates one permit for each submitted application, there need not be a one-to-one mapping between permit applications and permits.  The EUs included in an application may all be included in a single permit or they may be split among multiple permits.  Conversely, a permit may include EUs that are in one submitted application or it may include EUs from multiple submitted applications.  However, an EU may not be included in more than one active permit of the same or a complementary type.  For example, an EU for which a user has submitted a PBR Notification cannot appear in a PTIO for that facility, if they are both expected to be active at the same time.
STARS2 supports users’ referencing, in a single permit, EUs included in more than one application and more than one permit covering the EUs in a single application.  As mentioned above, the system generates a new skeleton permit each time a user (internal or external) submits a permit application.  The permit writer can associate a second (and/or subsequent) application(s) with a permit in order to have additional EUs eligible to be included in the permit, beyond those in the initial application.  All permits include a listing of the applications associated with EUs covered by the permit.  Until a permit is issued, this list is modifiable by the permit writer.   It appears in the Applications and/or Requests for Administrative Permit Modifications screen region on the Permit Detail screen for with a given permit.  
[bookmark: _Ref191707124]Permit writers may associate additional applications or requests with a permit-in-progress.  (In this case, the EUs in the second application initially appear in the permit tree as excluded.) The writer can then select any combination of EUs from the newly added application to be included in the permit.  A permit writer may also subsume a second application under a permit-in-progress.  In this case, the permit instantiated when the second application was submitted must be moved to state of Dead-ended. 
[bookmark: _Ref193875412][bookmark: _Ref193875417]Permit EUs and EU Groups
The application / permit mapping enables a mechanism for the permit writer to manipulate the available pool of EUs that can/should be included in a permit.  Once the EUs become ‘Available’, the writer may include/exclude EUs from that pool at will.  When the same Terms and Conditions apply to multiple Emissions Units, the EUs may be combined into groups.  In fact, the system assumes that all EUs in a permit are part of an EU group.  In the case that there is only one EU in the EU group (i.e., the EU has its own Terms and Conditions), the system assigns and uses the default EU group, “0”.  For these EUs, the EU group name never shows on the screen nor does the icon for the EU indicate that it is part of a group; instead, the system displays the EU ID of the individual EU in the EU group-of-one.  
When STARS2 creates a permit instance or a user adds application associations to a permit, all EUs in the initial application are included in the permit, each in an individual EU group (the display name of which is the EU ID of the Emissions Unit).  For EUs made available through additional application associations, the EUs are, by default, excluded from the permit.  When EUs are explicitly included from the secondary applications, they also become EU groups-of-one.  
The user has several paths to create/modify EU group membership as well as exclude/include EUs from the permit.  Most of them employ a shuttle mechanism such as that illustrated in Figure 22 in Section 7.2.7 and further discussed below.  The system uses this mechanism to Add/Include and Remove/Exclude EUs individually as well as EUs that have been included in EU groups (see below).  In all of these cases, Adding/Including EUs requires them to be moved from the left shuttle list to the right list, while Remove / Exclude operations move data in the other direction, from the right shuttle group to the left shuttle group.  The left and right groups are titled appropriately to communicate the shuttle operation the user in which the user is engaged.
On the Permit Detail page, there are buttons to   from available EUs and to  from existing EU groups.  Operations executed from this screen automatically include/exclude the EUs from the permit when they are moved into or out of an EU group.  For example, if a permit includes an EU group, named GROUP 123,  made up of three emissions units, EU1 , EU2 and EU3 and the user clicks Add/Remove EUs and removes EU3 from the group, the group’s name will remain GROUP 123.  It will contain EU1 and EU2.  EU3 will appear in the permit tree at its top level as an excluded EU.   (No group-of-one will exist for EU3 at this time.)  If however, the user had executed the operation by selecting the EUs s/he wished to remove, and clicking on, then EU3 will no longer appear as a member of GROUP 123, but will be included in the permit directly, in its own group-of-one, rather than as part of GROUP 123.  
Note that the user need not go to Edit mode in order to execute the Add/Remove and/or Include/Exclude operations, which are available directly at the permit-level or the EU-level.
Other Permitting Operations
In addition to the operations that move a permit through its workflow to the point of final issuance, users may also need to complete a permit workflow by stopping it at an earlier point.  For example, as part of the permit development process, DAPC may determine that the EUs being covered in the permit could (and should) be combined with those under another application, for which a permit is also in progress.  Then 
T&C Document
Terms and Conditions documents, the ‘meat’ of a DAPC-issued permit, are word-processor documents developed entirely by DAPC users.  An appropriately authorized DAPC user can generate an initial Terms & Conditions document on demand (through STARS2), based on the information in the permit-in-progress.  A standard STARS2 Template produces an MS Word 2007(+) document including a structure for Facility-wide and EU [-group] specific Terms & Conditions for all the EUs and EU groups included in the permit at the time the skeleton is generated. This provides a complete skeleton from which the permit writer may build the appropriate Terms & Conditions document for the specific permit.  Alternatively, a permit writer may create a document themselves as a basis for developing Terms & Conditions for a new permit or even make a copy of a Terms & Conditions document used for an earlier or concurrent permit.  In the latter cases, the permit writer uploads his/her initial Terms & Conditions document. From there the user controls, and STARS2 manages, various versions of the document as the permit writer constructs it.  See Section 9 for further discussion of the STARS2 Document Management mechanism.
This document is folded into the actual permit ‘package’ via the manual and automated steps in the Issuance process described below.
Validation
STARS2 performs significant validation of user screen input at various points in the permit development process.  Field-level validation, inclusion of required data, and intra-form validation can be performed whenever a page is ‘Save’d.  However, significant inter-form QA/QC checks as well as validation cannot occur until the user prepares to ‘issue’ a permit document (at any stage).  These apply when a user selects at the permit level.  They checks are defined in detailed requirements documents such as [12].
[bookmark: _Toc203908786]Permit Issuance
[bookmark: permit_workflow_disconnect]Note that although this section frequently references the Permitting Workflow tasks in discussing the information and operations that users perform in the process of Issuing a permit (at any stage), in fact, the two sub-systems are actually totally independent, unless they are explicitly linked through available operations buttons in one sub-system to screen(s) in another.  For example, the workflow need not be in the ‘Prepare [Draft | PPP | PP |Final]’ workflow step for a user to enter data, upload documents, etc. for the permit associated with the workflow[footnoteRef:84]).  And, the user that does that work need not be user to whom the ‘Prepare [Draft | PPP | PP | Final]’ is assigned.   [84:  However, the ‘Issue [Draft|PPP|PP|Final]’ task will appear only on the task list of the user assigned that step in the permit workflow, and only that user may execute the ‘Finalize ..’ operation, unless the task is re-assigned.] 

[bookmark: _Ref194313023]Prepare Issuance
There are potentially four stages at which an installation or operation permit (or RAPM) may be issued:  Draft, Preliminary Proposed Permit (PPP), Proposed Permit (PP), and Final[footnoteRef:85].  There is a similar, mostly process, much of it manual or potentially manual, for all four stages.  The permit writer directs the Permit Issuance process using the helper functionality that STARS2 provides, as described below. [85:  Other Permitting requests (RAPM, RPR, RPE) also have issuance procedure(s) for one or more stages.  These procedures will not be covered in detail here, as they are modeled are modeled after the installation and operation permit procedures, but tailored (with respect to the actual issuance package and some details of the operations involved) to the individual permitting action.  ] 

STARS2 offers Issuance operations at the Permit  Permit Detail  [Draft | PPP | PP| Final] Issuance menu item.  Only the issuances that apply to the specific permit are available to be selected (i.e., are underlined on the menu indicating that they are pickable links), which may depend upon permit or request type, permit stage, and other factors.  All Issuances for all Permit Types and stages work fundamentally the same way, although there may be differences in the fields to be completed, documents to be generated/uploaded and/or included in an Issuance Document, etc., the basic process is common and is described in this section.
When a permit writer is ready to prepare an issuance, s/he will have built the permit with respect to included emissions units, and created, from either an uploaded document or a skeleton that STARS2 can  generate, a Terms and Conditions document covering pollutant specific or total emissions level, reporting requirements, and other T&Cs that apply to the EUs included in the permit.  STARS2.  S/he may also have created custom content for one or more of the
Public Notice Text
[Draft | PPP | PP |Final] Issuance introductory package
[Draft | PPP | PP | Final] Issuance address labels
[Draft | PPP | PP |Final] Issuance fax cover sheet
At that point, the permit writer:
Selects the appropriate issuance link, depending on the ‘stage’ of the Permit document being issued (i.e., Draft, PPP, PP, Final)
Selects .
Completes all the fields that apply, which must include Issuance Date and may also include:
Publish Date (Comments Period End Date is automatically populated with date 30 days later.)
Hearing Date
Request Date
Publish Date
Modifications to the Public Notice Text, if desired, and if not loading from a file
the changes
Selects 
This operation looks at all the possible documents that the system may need to shepherd the permit through issuance, again on the basis of permit type and issuance stage.  The system produces versions of all the required documents, customizing them with known information about the application(s), the permit and the facility with which the permit is associated.    As listed above, STARS2 can generate the following documents:
Notice Document (if not using Standard Wording for the Public Notice)
Introductory Package, which contains
Cover letter
Public Notice
Permit Title/Cover page
Table of Contents
Authorization
Standard Terms and Conditions at the Facility level (i.e., Part I), as well as at the EU/EU-group level (i.e., Part II)
Carbon Copy (CC) Address Labels (suitable for use in a window envelope)
Fax cover
All of these documents are customized for the facility/permit being issued.  Once generated  all are also available to be edited at the pleasure of the permit writer.  Clicking on any of the document links allows the user to select the next move --- s/he may Open the document, Save it (to her/his local machine) or Cancel the operation.  
Alternatively, the user mayany or all the documents required for this particular issuance.
 the issuance.  All validation errors will come up in a popup window.  Clicking any other reported error takes the user to the appropriate web page to correct the error, if applicable.  STARS2 does not check any user-generated documents for errors.  For example, if users upload (rather than generate) the Introductory Package, STARS2 does no validation on the uploaded document.  In addition, there is no validation of the Terms and Conditions document included in the permit.  
Correct any and all validation errors the system presents, and evaluate any WARNING or INFO messages to be sure they do not require any action on the part of the permit writer.
The most common errors on Permit Validation are
[bookmark: _Ref194312790]Draft Issuance Status is Not Ready
[bookmark: _Ref194312752]Permit has no Issuance Document
The two errors mentioned above are corrected by completing the next few steps in this list.
If the listed #2 above appears in the error list popup: create  an Issuance Document:
Print or otherwise access each document that is a part of the Issuance Document. 
 Customize the documents as appropriate (if needed, and it hasn’t already done). 
Concatenate all parts of the document together (in the proper order) to create a single Issuance Document, the complete document to be sent to the facility as its office permit document. 
 the Issuance Document.
If the error listed #1 above appears in the error list popup, click. This operation:
Runs validation method(s) on the issuance.    (User may also manually before executing this operation.)  Any remaining errors must be corrected before this operation can complete.
Once the issuance has been successfully validated, then the system changes the permit’s Issue Status from Not Ready to Ready.
When the permit preparer completes all of the steps listed in Section 20.5.1 above, s/he should ‘Complete’ the Prepare [Draft | PPP | PP |Final] Issuance task in the permitting workflow for the permit, although, as discussed above, the workflow-related activities are totally independent of the permit preparation activities and can be accomplished no matter what workflow step (and/or which user is assigned the step) is currently In Process for this permit.  However, it’s a good idea to keep the permit development and the workflow in sync, unless there is some reason not to.
Finalize The Issuance
When the permit issuer selects the ‘Issue [Draft | PPP | PP |Final]’ task (via either the Task ID or the Task Name in his/her Task List, or the task step in the Workflow Diagram) the Aggregate Task window comes up, with at least one entry (for this permit).  Potentially, there could be many entries if there are multiple permits with their ‘Issue [Draft | PPP | PP |Final]’task assigned to the same staff member.  In that event, the task becomes, in effect, a bulk operation, since many permits can be finalized (a synonym for ‘Issued’ in this case) as part of what appears to the user as a single operation.
The task window, illustrated below in Figure 99, and also discussed in the Workflow section (Section 18), offers the issuer several operations.  Normally, the user will select one or more permits in the list, and click on .  The permitting sub-system runs the finalization ( ) method in the Permit 

[bookmark: _Ref194315663][bookmark: _Toc203908959]Figure 99: 'Issue Draft' Aggregate Task
  
business object.  This method applies business rules, most specified in [4] and associated spreadsheets, to the process of finalizing a permit.  Depending on the type of permit action being issued this operation may include:
· Validating completeness and consistency of data.
· Preparing PTI/PTIO and/or RPE (or RAPM, if applicable) data for invoice.
· Updating facility data via updateFinal<Permit_Type> methods.
· Establishing correspondence history for an Issuance document.
· Send notice to WRAPN.
· Preparing the public notice for Draft and Final Issuances.
If this operation fails, the user is notified that any permits that failed finalization cannot be issued.  If it succeeds, then the permits are, in effect, issued; the system updates their state to reflect this. Any operations related to printing and mailing physical documents must be handled manually by DAPC staff members.  In the case of a failure in sending a notice to WRAPN, the system issues a warning and must fix the problem manually at a later time.
The ‘Issue [Draft | PPP | PP |Final]’ task window also offers the user the option to ‘Complete’ either the highlighted task by selecting  button or by selecting , then selecting  on the task’s profile window, or s/he can  for the Aggregate Task.  Both of these paths are shortcuts to completing the associated workflow for all permits that are successfully finalized.
[bookmark: _Toc203908787]Non-Permitting Requests
[bookmark: _Toc203908788]Overview
This chapter covers several actions that can be considered requests but are not related to Permitting activity and hence are not handled by the Permit Application and Request or Permitting sub-systems. 
Return of Undeliverable Mail (RUM
Intent to Relocate
Each of these is facility-based, however, and STARS2 stores data and provides a user interface to that data exclusively for DAPC staff.  
Each of these requests is handled separately by the STARS2 system.  Each has its own table(s) in the STARS2 database that stores data related to individual requests, and each is mapped to the facility to which it is related.
[bookmark: _Ref192594547][bookmark: _Toc203908789]Return of Undeliverable Mail (RUM)
Overview
DAPC uses the US mail to communicate with facilities on permitting and reporting activities.  In some instances such mail may be returned to DAPC as undeliverable.  STARS2 facilitates tracking, and supporting address resolution for undeliverable mail.  Clearly, the bulk of the work on this task is manual, and falls into the CO Resolve step.  However the workflow allows STARS2 to track the resolution (or lack thereof) of a bad address for a facility or contact.  DAPC personnel can use Workflow notes to record activity and information so that anyone working to resolve the problem (or working with the facility in some other manner) has access to this information.
Data Model
The RUM feature of STARS2 uses data tables that are not associated directly with any other data model in the system.  The tables and their relationship with each other is illustrated in Figure 100.  Note that the values in the dc_correspondence_category_def table appear to be a subset of the values in the dc_correspondence_type_def table, which defines all correspondence types that the system handles.  However, the two sets of values are unrelated with respect to the database or their use in STARS2.   

[bookmark: _Ref191897553][bookmark: _Toc203908960]Figure 100: Undelivered Mail Database Tables
Presentation
Normally, RUM capability is accessed via the Facilities  Facility Profile  Undelivered Mail third-level menu item. This path to RUM data provides a datagrid of all undelivered mail records submitted for the given facility, as shown below.

[bookmark: _Toc203908961]Figure 101: Undelivered Mail Summary
A second navigation path is enabled only from a RUM workflow task in a user’s Home  Task List, by clicking on either the Task ID (which takes you to the RUM record associated with the Undelivered Mail workflow instance) or the Task Name (which takes you to the task window for that task) Note that both navigation paths are facility-specific[footnoteRef:86].   [86:  The system provides no capability with respect to Undeliverable Mail across facilities.] 

Selecting an existing record.ID displays a popup with the same detail as shown in the table above.  brings up a similar popup.  Both are illustrated in Figure 102.

[bookmark: _Ref203908222][bookmark: _Toc203908962]Figure 102: Undelivered Mail Detail (top) and Add Record (bottom) Popups
Workflow	
Figure 103 illustrates the processing steps in response to undelivered mail.  (The double box notation on the CO Follow-up step indicates that it is outside the scope of the operation an is handled manually by the appropriate CO personnel.


[bookmark: _Ref194186468][bookmark: _Toc203908963]Figure 103:  Undelivered Mail Workflow
As the DO/LAA Resolve step, the appropriate user, following investigation, can declare the issue 
[bookmark: _Toc203908790]Intent to Relocate (ITR)
This request applies only to portable facilities.  There is no user interface for RCUs to submit an ITR notification.  They must submit their ITR via hard-copy after which DAPC personnel can enter the data into STARS2.  Only an internal user can modify the flag that indicates portability for a facility (the field is read-only to external users who view or edit their facility profiles).  So, only internal users have the capability to record an Intention to Relocate, which is used to track the traversal of the Revocation workflow described below.  
Data Model
The data sub-model which has table prefix pa_ captures and stores relocation requests.  Each relocation request submitted, regardless of type, has a record in the pa_relocation table.  In addition, several pa_relocation*_def tables define various value sets related to relocation records that are stored in these and other tables in the database.  STARS2 also uses tables in other data sub-models linked via Foreign Keys to the relocation table.
Presentation
In a paradigm similar to Notes and Attachments handling, clicking on the third-level Relocation item on a Facility Profile brings up the datagrid shown in Figure 104.

[bookmark: _Ref191983500][bookmark: _Toc203908964]Figure 104: Relocation Records Datagrid
 
Not all the data columns shown in this datagrid apply to all ITR requests.  Table XXX indicates which fields appear in the input  window for ITR records for each Request Type.  

[bookmark: _Ref194189035][bookmark: _Toc203908857]Table 16: Applicability of Relocation Data Fields by Request Type
	Data item
	Intent to relocate to site not 
pre-approved
	Relocate to pre-approved site
	Site pre-approval

	Relocation Request #
	(system assigned)
	(system assigned)
	(system assigned)

	Received Date
	X
	X
	X

	Request Type
	X
	X
	X

	ITR Form Complete
	X
	X
	X

	Facility Compliant
	X
	X
	X

	Site pre-approved
	
	X
	

	JFO Recommendation
	X
	
	X

	Request Disposition
	X
	X
	X

	Future Address
	X
	X
	X

	Target County
	X
	
	X

	Notes (Special Text)
	
	X
	X

	Associated Permit
	X
	
	X

	Permit Issue Date
	X
	
	X



Only the fields indicated in Table 16 appear in the input window for each request type; i.e., once the user selects the request type, the system presents the other applicable fields for the user to complete.

[bookmark: _Ref194398919][bookmark: _Toc203908965]Figure 105: Add Relocation Record Popup
Figure 105 illustrates the ‘Add Record’ popup for the ‘Intent to relocate to site not pre-approved.
Workflow
Figure 106 displays the processing workflow for Intent to Relocate.

[bookmark: _Ref194187392][bookmark: _Toc203908966]Figure 106: Relocation Workflow

Issuance documents appropriate for the final disposition/approval of the Intent to Relocate Notification are generated upon issuance by DAPC.

[bookmark: _Ref150062470]
[bookmark: _Toc150063668][bookmark: _Toc152661080][bookmark: _Ref163991470][bookmark: _Ref189050521][bookmark: _Ref189913770][bookmark: _Ref189913807][bookmark: _Toc203908791][bookmark: _Ref148772896]Emissions Reporting
[bookmark: _Toc150063669][bookmark: _Toc152661081][bookmark: _Toc203908792][bookmark: _Toc132624083]Overview
This section covers all emissions reports currently required of RCUs for their regulated facilities, including Fee Emissions Report (FER), Emissions Statement (ES) and Emissions Inventory Summary (EIS) reports, as well as the mechanism through which some modifications to existing reports can be supported[footnoteRef:87] in the future.  Emissions Reports may be entered either by RCUs, via the Ohio EPA portal or, in the case of Non Title V facilities, by DAPC personnel on the basis of hard-copy reports submitted by RCUs to the division.  We anticipate that the appearance and operation of the screens will be identical whether accessed via the portal or via the internal STARS2 system, with the exception, of course, of differences between the two access paths in areas such as navigation, ‘Save’ and similar operations, as well as the availability of some operations (e.g., Approve, Compare Reports) and Notes capability accessible only to internal users.  [87:  STARS2 only supports changes to existing reports if they have no code impact (i.e., don’t need code changes to be operational). ] 

Emissions Reports are defined in the Reports sub-tree of the Service Catalog (Section 27.4).  DAPC uses this interface to specify pollutants and fee schedules for each report type.  Each entry in the tree represents a template for the web input pages for that report.   As their name implies, FERs have fees associated with them.  The fees apply on the basis of a facility’s emissions of certain regulated pollutants.  The template specifies for which pollutants emissions reports will be solicited and also what the charge will be when the report is submitted.  
Each report template is considered a “version”.  When a user instantiates an Emissions Report, the system selects the closest matching report template with the latest effective date and presents it to the user for input. Each report template is considered a “version”.  When a user instantiates an Emissions Report, the system selects the closest matching report template with the latest effective date and presents it to the user for input.  The system considers the templates with the year closest to, but not exceeding the report year.  If there is more than one with that same year, then the system chooses the one with the most recent effective date.    
Submission of an Emissions Report triggers a workflow, regardless of how the report is entered into the system.   The workflow covers steps executed by and with the aid of the Emissions Subsystem as well as the steps executed by and with the aid of the Invoicing Subsystem.  STARS2 defines different workflow processes depending upon the fee reporting category of the facility.  
 In addition to processing individual reports, STARS2 also supports DAPC in other Emissions Report-related tasks, including
Determining the reports each facility is required to file.
Generating reporting notices to affected facilities when their periodic reports are due.
Generating late notices/NOV when report is not received on time.
Processing Emissions Reports.  Up to the step that invoices are to be generated, the Emissions Report sub-system provides support; subsequent steps in the Emissions Reporting workflow are handled by the Invoicing subsystem, and are covered in Section 23.  
Searching for submitted Emissions Reports and for reports being entered by DAPC personnel, potentially filtered on a several relevant criteria.
Viewing Emissions Report detail data for submitted reports.
[RCUs] Viewing and editing Emissions Report detail data for reports being entered.
[RCUs] Viewing (only) of Emissions Reports that have been submitted.
[DAPC] Viewing and editing Emissions Report detail data for reports being entered by DAPC personnel[footnoteRef:88].  [88:  Applies only to facilities reporting with the Fee Reporting Category of NTV.  SMTV and TV facilities are required to enter their Emissions Reports on-line. ] 

[DAPC] Viewing submitted Emissions Reports.
[Stars2Admin only] Edit a submitted or approved Emissions Report.
The remainder of this section describes or references the design and operation of these capabilities.
[bookmark: _Toc203908793]Data Model
Most significant database schema related to Emissions Reports is provided in the Entity Relationship below.  Figure 107, although not comprehensive, shows the database objects (via their associated tables in the
[bookmark: _Toc152661108]
[bookmark: _Ref193599838][bookmark: _Toc203908967]Figure 107: Emissions Report Objects and Relationships for Title V Emissions Report
[bookmark: _Toc150063674]STARS2 schema associated with or contained in an Emissions Report, as well as the relationship between the objects.  
A TV/SMTV Emissions Report object refers to the Facility Profile object with which it is associated (i.e., the profile version in effect for the period that the report covers). Various objects in an Emissions Report reference objects within the associated Facility Profile.  For example, each Report EU object, which encapsulates report-related information about a single emissions unit, points to a corresponding Emissions Unit object within the Facility Profile (a 1-1 relationship).  In a given instance, any number of Report EUs may point to (i.e., be contained in) an Emissions Report object.  Similarly, any number of Emissions objects may be contained in an Emissions Report Period.  
Each Report Period included in the report is associated with a single Emissions Process object (in the Facility Profile) or an EU Group object (in the Emissions Report).  An EU Group is an object that associates, for reporting purposes one or more EUs running Emissions Processes with identical SCCs and down-stream configuration (i.e., Control Equipment and/or Egress Points.  See Section 22.4.1.3 for further information on EU grouping.) 


[bookmark: _Toc203908968]Figure 108:  Emissions Report Objects for NTV Report for a Single Year
A NTV report is less complex and consists of fewer objects than a Title V/SMTV report.  If only a range of the total FER pollutants is reported, that information is stored in the Fee Emissions Report object[footnoteRef:89] (rp_emissions_rpt table in the database).  That is, the Emissions Ranges offered to the user (in a pick list) to specify total emissions includes data values defined in reference data tables in the STARS2 database; it is not a separate object.  Individual pollutants reported facility-wide are captured in Pollutant Total objects.   [89:  At the highest level, all emissions reports (TV, SMTV, NTV) make user of the same top-level object.] 

STARS2 maintains a separate report object for each reporting year and report revision.  So, a NTV facility filing for the 2006-2007 reporting years would spawn two objects.  Emissions Reports for facilities in other fee reporting categories result in one object since they each cover a single year.
[bookmark: _Toc203908794]Emissions Report Catalog 
Emissions Report handling is driven by the applicable entries in a catalog structure such as that described in Section 7.6.3 known as the Service Catalog.  The report sub-tree in the catalog comprises all the ‘emissions reports’ currently defined by DAPC (through STARS2) to its RCUs.   The catalog captures the following parameters with respect to Emissions Reports:  
· Reporting category[footnoteRef:90] [90:  Reporting categories are not necessarily synonymous with the Permit Classifications for a facility.] 

· Fee Group Type (Per Ton, or Ton Ranges)
· Pricing within Fee Type
· Reporting Year
· Pollutants
· Effective Date
The Emissions Reporting subsystem uses this information to determine whether a facility’s report should include an EIS and to determine the fees associated with any particular report.  For the initial release of STARS2, the catalog will be pre-populated to include Fee Emissions Reports (FER), Emissions Statements (ES), Emissions Inventory Summary (EIS) reports through 2007`.
The Service Catalog is user-modifiable.[footnoteRef:91]  Modification to the Service Catalog is an administrative function normally limited to a System Administrator and/or a very small number of other users,  who may modify/update characteristics of already-defined emissions reports as well as defining entries for totally new emissions reports (of already-defined types) that STARS2 might need to support in the future[footnoteRef:92].   New report categories may not be added without code change, nor may new workflows or workflow-to-report  mappings.  New reports can be defined by ‘Clone’ing an existing report and modifying the ‘clone’d report to accommodate the changes in pollutants, fees and the report-level variables. [91:  Modification to the Service Catalog is an administrative function normally limited to a System Administrator and/or a very small number of other users.  The scope of modifications that do not require supporting code to be added to the system or existing code to change is limited.]  [92:  The administrative interface to this functionality is described in Section 27.4 and/or the System Admin Guide ] 

The Emissions Report Catalog is presented to the DAPC user in tree format at Admin  Service Catalog screen  Reports.  Each next-level node represents a defined emissions reporting category under which reports fall (i.e., FER, ES, EIS).  Within each category (i.e., below the category in the Service Catalog tree), different reports are defined according to the pollutants emissions they require the RCU to report, and the fees that the RCU will be charged.  For facilities with Reporting Category of NTV and SMTV, fees are based on Ton Ranges of emissions.  For TV Reporting Category, fees are charged on a per Ton basis. STARS2 also supports defining fees by Ton Ranges. 
[bookmark: _Ref137010912]
[bookmark: _Ref151974606][bookmark: _Toc150063438][bookmark: _Toc152661118][bookmark: _Toc203908969]Figure 109:  Service Catalog:  Emissions Report Root
When the node Emission Reports is selected, the system presents the tree shown at the left in Figure 109.  Selecting a single report node in the tree brings up the details of that report, shown on the right side of Figure 109.   There are two operations available for any selected report:  Clone Report and Edit Report.  Clone’ing a report creates a new report with all variable data copied from the source report, and a field provided for the user to assign a name to the report.  All data in the ‘Clone’d report is editable, including  Reporting Category, Fee Group Type, Reporting Year,  Effective Date,  set of reportable pollutants are editable and fees, where applicable[footnoteRef:93].   [93:  Fees are only associated with Fee Emissions Reports (FERs).  There are no fees associated with Emissions Statements (ES) or Emissions Inventory System (EIS) reports. ] 

[bookmark: _Toc152661087][bookmark: _Toc203908795]Emissions Report Data Entry
Facilities in Fee Reporting Categories Title V and SMTV facilities are required to submit annual emissions reports via the STARS2 web forms.  The web also accommodates NTV Blue Card submissions, but NTV facilities are not required to use the web interface.  For Blue Cards submitted in hard copy form, the Blue Card data must be entered into STARS2 by OEPA personnel, nearly the same as if it had been entered by the RCU.  
Note that STARS2 consolidates emissions reporting input for multiple report types (e.g., FER, EIS, ES) so that it is submitted using a single (although multi-screen) web input form.  The STARS2 system determines which reports a facility must file and constructs that facility’s web input form to request all the information needed to fulfill those requirements.  
[bookmark: _Toc150063675]ES reports are required of all facilities located in non-attainment counties. The system includes the appropriate ES report emissions (TV, SMTV or NTV) for a facility for a report year if the facility is in a non-attainment county for that year.  EIS reports are defined for TV, TV Type A[footnoteRef:94] and SMTV.  The Type A report is used for facilities that have the Type A flag set in their facility profiles.  The EIS report includes a Reporting Frequency and a Reference Year (established when the report type is created) that the system uses to determine if/when the report must be filed.  When reporting frequency = 0, EIS is never needed; when it is, frequency=1. [94:  DAPC has indicated that they do not intend to use the Type A designation.  However, the infrastructure is in place to support this should they wish to introduce it in the future.] 

[bookmark: _Toc152661088]For hard copy NTV report forms (blue cards) all of the potential information is accounted for on the form; users are guided, both within the blue card text and in accompanying instructions, to the parts of the form they need to complete.  
NTV Fee Emissions Report (Blue Card)
Although the input screen for NTV Fee Emissions Reports (i.e., Blue Cards) is available to RCUs, most will submit hard-copy reports, which will then be entered into STARS2 manually by DAPC personnel.  To the extent feasible, the screen elements will be common among the portal interface (for RCUs entering data electronically), the internal DAPC screens, and the hardcopy report form.  
The input screens for Non-Title V facilities’ Fee Emissions Reporting (FER) may vary, depending upon: 
· Year(s) for which the report is being submitted (may be one or two years)
· Level of emissions
· Location in a Non-attainment county
· Possible ownership change
· Possible contact data change for Billing contact and Primary contact.
· Possible operational status change (i.e., shutdown)
Figure 110 illustrates an example data entry screen for a two-year NTV FER report.  Note that this screen reflects the internal, DAPC view of this screen, for a report that has already been submitted and approved.


[bookmark: _Ref149646135][bookmark: _Toc150063442][bookmark: _Toc152661110]
[bookmark: _Ref192341353][bookmark: _Toc203908970]Figure 110: NTV Fee Emissions Report Detail/Input screen 
When any of the checkboxes/radio buttons in the topmost screen region are selected (e.g., ownership change, sources shutdown, etc.), then additional fields open for input of information required in the selected circumstances.  For example, if the “Check here to specify facility ownership change” box is checked, and the radio button indicates that “I/The Company purchased this facility.”, then the additional fields appear for the user to complete.  When the box is checked, then 
Date report received by DAPC (available, and required when DAPC personnel enter the report)
Bought/Sold buttons
Agree-to-pay checkbox
Transfer (or ownership) date
appear, as shown in Figure 111.  When the user  ‘Save’s this change, then an input box opens for entry of the new owner information, which may, optionally, start from the data for the facility’s current owner.



[bookmark: _Ref193615812][bookmark: _Toc203908971]Figure 111: Ownership Change / Shutdown Contingent Input Fields
`
Note that information such as ownership, contact and/or shutdown status that is entered as part of the Emissions Report input will be updated automatically in the facility profile when the DO/LAA completes the DO/LAA Approval step in the Blue Card Review process.

[bookmark: _Toc150063676][bookmark: _Toc152661089]Revising a Blue Card
Any changes in blue card data that need to be made must be made in the blue card data before the data goes to the Invoicing subsystem to be posted to Revenues.  That is, DO/LAA personnel can, working with the facilities, modify emissions reported and/or shutdown status, billing contact information, etc. Blue Card emissions data is editable after it is submitted and before the DO/LAA approves it[footnoteRef:95].  The CO Review step in the workflow is to determine whether other Blue Card reports are required.  For example, a two-year Blue Card was sent to a facility, but they submitted a one-year report because of ownership change.  CO needs to recognize this and send a request for the other year’s report to the other owner. [95:  This, of course discounts the global power assigned to the user with ‘Stars2Admin’ role --- that person can change anything at any time, even after reports have been approved and invoiced!] 

SMTV/TV Detail Data Screens[footnoteRef:96] [96:  With the exception of the editability and other operations buttons that may be available, the screens presented to the user when s/he views a submitted report are the same as the input screens. ] 

Detail Data (and Data input) for facilities that report in the Title V or SMTV categories are much more complex than that for NTV reports.  Consequently, there are multiple, inter-related input screens.  STARS2 handles some computations for the RCU based on minimal user input (normally provided by a RCU), plus data from the facility’s profile, the FIRE database (see Section 22.4.1.4.3) and/or a small number of constants, configured at system start-up according to values established in the  params.xml file.   Note that TV/SMTV not editable after they are submitted (with the normal exception of the Stars2Admin user(s)).
Emissions Report Summary - Facility Emissions 
When a user accesses a single TV/SMTV Emissions Report (whether creating a report or viewing or modifying a report-in-progress), STARS2 presents the Emissions Report Summary screen you see in Figure 112.  It includes the standard header information[footnoteRef:97] as well as two views of the selected report(s) (further described below), a report/facility-level Attachments[footnoteRef:98] datagrid and, for internal users only, a Notes[footnoteRef:99] datagrid. [97:  Figure 26 (Common Entity-specific Screen Header), on page 69, provides additional information about the screen header.  ]  [98:  Section 9.3 provides additional information on the operation of the generic Attachment capability.]  [99:  Section 7.7 provides additional information on the STARS2’s generic Notes capability.] 


 
[bookmark: _Ref192344531][bookmark: _Toc203908972]Figure 112: Emissions Report Tree and Roll-up Screen



On the left side of the screen, the display presents the Emissions Report in tree format, with the report itself as the root.  The system automatically populates the report tree with a node for each EU ( ) for which there is EU level report information, and a node representing the emissions period () for each process defined for each EU in the active facility profile.  EUs marked with  in the report tree are not included for purposes of this report instance.[footnoteRef:100]  (In this example, many EUs do not have a current, valid SCC value, causing them to be marked.)  The caution icon also indicates EUs in the report that do not exist in the associated facility profile.   [100:  In this example, because the illustrations use test data, many emissions periods (associated with EUs or EU groups) do not have a current, valid SCC value, causing them to be excluded from consideration for reporting. ] 


EU processes that belong to EU groups that may have been defined by the user and are displayed as a single EU group node ( ) in the tree, and not shown individually under the group node.  The EU group icon represents EUs running the same process, as defined by their SCCs, with the same emissions configuration[footnoteRef:101] that the user has added to the group.     [101:  For the remainder of this section, the term EUs will be assumed to include EU groups.] 

On the right side of the screen, STARS2 presents Emissions Report Summary Detail data, including an indication of the types of reports included, a Facility Emissions datagrid as well as Attachments (available to both internal and external users), and Notes (available only to internal users).  The only editable data on this screen is the check boxes indicating the types of report that are included in this report, and the Attachments and Notes as mentioned above.
Users enter emissions at the process (or period) level, on the Process & Emissions Detail screen (described in more detail in Section 22.4.1.4).   If emissions data had been entered for any process, then the Emissions Report Summary screen presents a “roll-up” showing the reported emissions on a facility-wide basis; that is, the emissions data on this page is the sum of all the emissions reported on the process-specific pages.  The pollutant list in this table is the union of the lists for all the processes covered by the report.  Pollutants that are on two different process pollutant lists are only included in the table once on the summary page, with a cumulative total for all instances of the pollutant among the processes reporting that pollutant.    
[bookmark: _Ref192485639]Emissions Unit Summary 
The system also maintains an emissions “roll-up” at the Emissions Unit level. If an Emissions Unit is running a single process, then the Emissions Unit-level data will be identical to the Process-level data.  However, Emissions Units may run more than one Emissions Process.  In that case, this screen is the sum of all the reported emissions for all the processes running in that EU not counting emissions that belong to a group..  Figure 113 illustrates this screen. (In this case, no emissions are as yet defined for EP-T001,, so the table has no entries.)  The only editable field on the Emissions Unit Summary screen is the check box indicating that the EU is exempt from reporting based on Engineering Guide #71.


[bookmark: _Ref192485730][bookmark: _Toc203908973]Figure 113:  Emissions Unit Summary screen
 For emissions processes/periods of Emissions Units that are part of an EU Group, that period’s Summary data is collapsed into the Group Emissions table illustrated in Figure 114, on the page that appears when an EU group node is selected in the report tree.  

[bookmark: _Ref192483296][bookmark: _Toc203908974]Figure 114: EU Group Emissions Summary
This table appears on the Emissions Unit Group Summary page, below the Group Members region illustrated in Figure 115.
[bookmark: _Ref153000108]Grouping EUs for Emissions Reporting Purposes
Multiple EUs that run processes with the same SCC code, and that share identical downstream configuration (i.e., series of control equipment and egress points) may be grouped.  The applicability of such grouping is prescribed by Engineering Guide 72 which includes additional requirements not enforced by STARS2.  
 The system provides a shuttle mechanism (see Section 7.2.7) to facilitate identification of the EUs that may be eligible for grouping, and for building groups.  Figure 115 illustrates this mechanism.  In ‘Edit’ mode, users may create a group name, which will appear as the node label for the group in the report tree and in the header for this screen region as soon as it has been ‘Save’d.  Once an initial EU is selected, then only EUs that are valid candidates for inclusion in a group are enabled in the ‘Available values’ list.  After an EU/process has been included in the group, it no longer appears as a separate node in the tree.  In this example, the two selected Processes can be easily moved into the group defined by the ‘Current Member’.

[bookmark: _Ref152571837][bookmark: _Toc152661112][bookmark: _Toc203908975]Figure 115: EU Grouping for Emissions Reporting
Using this feature, users may specify aggregate emissions for EUs within a group, rather than entering emissions for each process individually; that is, once the EUs/processes are grouped, the data values for the group (an aggregate total) may be entered once and are applicable to the entire group of EU/process combinations.  
On the same screen as the Group Members region, STARS2 presents a summary of entered emissions for the group, as illustrated in Figure 114 above[footnoteRef:102].  [102:  Since a group has only one period, the summary data has the same values as the detail data.] 

[bookmark: _Ref193100774]Entering Emissions
Pollutant List
For TV and SMTV Emissions Reports, users enter emissions information at the process level, on the Process & Emissions Detail screen that STARS2 displays when the user selects a single emissions process node or a group process node in the Emissions Report tree.  The system pre-populates the emissions input datagrid for each process with all pollutants that are
· Pre-defined in the report definition for the applicable FER report definition and, if applicable, the ES and/or EIS report definitions.  Consequently, more pollutants may be presented to a user filing an FER, EIS and/or ES for example, than will be presented to the user filing simply an FER.  
· Pre-defined in the FIRE database table for the SCC of the process, when EIS is included, for reporting year 2008 and beyond
· Added to the list by user(s) for this Emissions Report.
In a different region of the same screen, the system pre-populates the material(s) defined for the applicable process.  (Usually, there is only one material associated with an SCC.  In the rare cases that there are more than one, the user must select which material the process uses, so there is always a single material identified with respect to emissions and emissions calculations.) None of the pre-defined pollutants can be removed from the report.  Users may, of course, remove pollutants they have added.  If a pollutant is not produced for the period, then the user sets emissions for it to zero. 
Process Level Variable Specification
The Process & Emissions Detail screen has distinct regions:
1. Source Classification Code
2. Material Information, Average Annual Operating Schedule & Throughput Percent.
3. Variables
4. Process Emissions
The SCC section defaults to collapsed.  The data in it is read-only on this page.  There are no default values provided for operating schedule data.  However, material and throughput fields are pre-populated with the default material options, the Action that the process would apply to each material option(s) and the units in which throughput is measured for the process acting on each material.   STARS2 extracts all of this information from the FIRE database on the basis of SCC.  (For a given SCC and material, all FIRE entries will have the same Action and Material Throughput Units.) 
In order to support emissions calculations, the user must provide the following data: 
· Selected Material  
· Annual Average Operation Schedule
· Seasonal Throughput Percentage (The percentages in these four fields must add up to 100 %.)
If a factor is used, then the “Hours [of operation] Per Year” and “Throughput” are used in computing emissions.
The system provides one shortcut for emissions data entry:  if “Hours Per Year” is set to zero, then the user need enter no other values and there are no emissions to enter.
Figure 116 illustrates a populated input screen for these variables. 


[bookmark: _Ref192498205][bookmark: _Toc203908976]Figure 116: Process & Emissions Detail: Material and Schedule Input Fields
Users have the option of declaring the information they enter for Schedule, Material Information and/or Throughput as Trade Secret (in any combination), since each has its own Trade Secret checkbox.  To do so, the user may select the ‘add’ link next to the appropriate checkbox, which brings up a popup window in which they must enter a justification for marking the associated information Trade Secret.  Once the user selects ‘OK’ to save the justification text, the appropriate checkbox is checked, and the link changes from ‘add’ to ‘why’, providing access to the justification text.  To de-select a Trade Secret designation, the user must bring up the popup window by selecting the ‘why’ link and delete the justification text; then click ‘OK’.  
[bookmark: _Ref192577864]FIRE
The FIRE table, initially sourced from the USEPA, uses codes in some columns and uses descriptions in other columns to identify individual pollutants and/or materials. The procedure STARS2 uses to ‘import’ the FIRE data converts the columns it uses to codes.  We have added an extra column to the pollutant table (not the FIRE table) which maps the STARS2 pollutant code to the NEI pollutant on which we report. 
STARS2 uses FIRE data to calculate emissions in three ways:
When only SCC, Material Action and Throughput (but no pollutants) are specified.
When SCC, Material Action, Throughput and Pollutant are specified[footnoteRef:103].   [103:  DAPC has no current plans to use this option.] 

As above, plus specification of either a factor[footnoteRef:104] or a formula.   [104:  Factor units are always pounds.] 

(Starting in 2008, in reports that include EIS, users must report emissions for these pollutant.)
Given this user-entered + FIRE data, STARS2 can automatically compute emissions using the factor. Or, in the case of a formula, the user must supply values for the variables in the formula, which can then be evaluated to determine the appropriate emissions factor to use in its computations. 
Process Emissions
The ‘Edit’ button at the bottom of the Process & Emissions Detail screen opens the Process Emissions table[footnoteRef:105] for input.  Here, users supply base data from which STARS2 deduces or calculates process emissions, on a per-pollutant basis.  The table is pre-populated with the pollutants required by the various reports being filed by the facility; pollutants defined in the report template are displayed first, in the order specified in the Service Catalog  Emissions Report tree.  FIRE-specified and user-added pollutants follow, with any CAPS preceding HAPS[footnoteRef:106].  For example if a facility is required to file VOC and NOx for non-attainment then these values appear in the table.  All factors are UNCONTROLLED and use the efficiencies of the control equipment in the facility profile to come up with the control.   The system provides an ‘Add Pollutant’ button, allowing the user to add HAPs or additional CAPs to the report. ‘Edit’ing the pollutant detail table permits the user to enter emissions data, including method of calculation.     [105:  Table sometimes referred to as the pollutant detail table, which is the information it contains.]  [106:  A column in the pollutant table controls this; CAPS = 1, HAPS = 2.] 

For each pollutant (for which they are reporting emissions), the user also specifies the calculation method they wish to apply (or, in most cases, have STARS2 apply.) STARS2 calculations are based on this, and other method-specific, user-supplied information, such as Hours [ of operation] Per Year and Throughput) as well as information gleaned from the FIRE database and the facility’s control equipment profile.
The data that a user is required to enter (for pollutants on which they are reporting) is dependent upon the calculation method they choose. Calculation methods fall into two categories:  emissions and factors.  Within each, the user selects a method that reflects the source or strategy employed to arrive at the reported numbers.   STARS2 handles pollutant emission data differently when methods in the two different categories are specified.  For ‘emissions:’ methods, whether Continuous Emissions Monitoring (CEM), Engineering Judgment or Material Balance,  the user supplies emissions numbers for both fugitive and stack emissions.  Regardless of the ‘emissions’ method selected, STARS2 arrives at total emissions for each pollutant by summing the fugitive and stack emissions provided by the user.  No further emissions data input is required of the user in these cases.  
[bookmark: _Toc203908858]Table 17: Emissions Data Source, by Field and Method
	
	Selected Calculation Method 
[Method Used field]

	Datagrid column
	‘emissions’: ANY
	‘factor’: OEPA
	‘factor’: 
ANY OTHER

	Hours Uncontrolled
	-
	U
	U

	Factor (Lbs./Throughput Units)
	-
	F
	U

	Trade Secret
	-
	U
	U

	Emissions Reported
	
	
	

	Fugitive Amount
	U
	C
	C

	Stack Amount
	U
	C
	C

	Total
	C
	C
	C

	Units (Tons or Lbs)
	U
	U
	U

	Explanation
	U
	U
	U

	Trade Secret
	U
	U
	U


Legend:
U – User-supplied data
F – STARS2, from FIRE
C – STARS2, calculated
 -  –  No data; column not applicable or not variable


[bookmark: _Toc203908977]Figure 117: Process Emissions Input, per Pollutant
Users who select ‘factor’ methods need not enter emissions at all.  Instead, STARS2 calculates the emissions on a per-pollutant, per-period basis.  The procedures and calculations STARS2 uses to arrive at total emissions for pollutants for which a ‘factor’ method is specified, is described in detail in Section 22.4.1.4.5 below.
[bookmark: _Ref192494345]Process Emissions Calculations
For all ‘factor’ methods, the user must enter the hours of uncontrolled operation per year (Hours Uncontrolled) and the factor (except for factor: OEPA).  If the user specifies the Ohio EPA Emission Factor method, then the system uses the factor or formula defined in the FIRE database, if there is one.  If there is more than one factor available, the system offers the user a choice between the available factors; the user must choose one.   If the selected FIRE row specifies a formula, then the system displays the variables in the formula and the user supplies values for them.  Then, the system computes the factor from that formula.  Clearly, the system cannot calculate emissions until the user supplies values for the material, hours of operation per year and any variables needed.
To calculate emissions, the system:
1. Evaluates the value of a factor when it is based on a formula with independent variables.
2. Determines the uncontrolled emissions by multiplying the material throughput times the factor. 
3. Evaluates the control equipment and egress points associated with this process using 
a. interconnection information
b. capture efficiency and operating control efficiency of the control equipment for the pollutant.  
from the Facility Profile linked to the report.  If the pollutant is not specified as being controlled and if the pollutant is
a PM HAP		then the system uses 	PM filterable control.
a VOC HAP		then the system uses 	VOC control.   
a PM-VOC HAP	then the system uses	the better of the above two controls.
The system traces emissions through the configured control equipment and egress points, using this information to determine the fugitive and stack emissions.  
4. Downgrades the operating control efficiency by the fraction of time controls are not being applied (i.e., hours of uncontrolled operations / hours of operation per year).
The user can request visibility to the intermediate emissions calculations done while evaluating the effects of the control equipment and egress points upon the pollutant emissions.  These calculations are expressed by following emissions through this equipment assuming the uncontrolled emissions out of the EU is 1000 units of emissions.  Any time an emission flow splits into two or more pieces of equipment in parallel, the system assumes an equal amount of emissions enters each.  These calculations are viewed by clicking on the units value (Tons or Lbs) in the corresponding row of the emissions table.  That value will not be a URL unless a factor method has been specified and hours of operation per year and hours of uncontrolled operation are specified because these values are required in performing the calculations.  Amount of Material and factor value are not needed because these calculations are performed assuming 1000 units of uncontrolled emissions.  To get the actual emissions, material x factordivided by 1000 must be multiplied by those results.  The system tags IN BOLD the pollutants for which it assesses charges.  
Attachments
Title V Emissions Reports support, and in fact require, attachments and they are also supported for Non-Title V Emissions Reports.  The Attachment mechanism for Emissions Reports follows the same paradigm as other STARS2 Attachment mechanism.  However, like Permit Application Attachments, Emissions Reports Attachments must also support the RCUs capability to submit attachments that contain trade secret information.  When they do so, they must also submit a ‘Public’ version of the attachment document, except for a special type Trade Secret, which does not require a public version. 
[bookmark: _Ref194208943][bookmark: _Toc203908796][bookmark: _Ref149983601][bookmark: _Toc150063680][bookmark: _Toc152661094]Yearly Reporting Category
The FP_YEARLY_REPORTING_CATEGORY table drives the initiation of each reporting cycle for all emissions report types.  This table has the following attributes:
Facility ID (facility_id)
Emissions Report Code  (emissions_rpt_cd)
Year (year)
Reporting Enabled, a flag (reporting_enabled)
Report Received Status Code (rpt_received_status_cd)
Comments (comments)
Last Modified, a sequence number (last_modified)
where rpt_received_status_cd takes values from the set described in Section 22.6.1 below.  This table is independent of most other database tables related to emissions reporting, having direct relationships only with the tables that define the value set for its two code attributes. 
[bookmark: _Toc203908797]Emissions Report Processing
[bookmark: _Ref149983588][bookmark: _Toc150063679][bookmark: _Toc152661093][bookmark: _Toc150063681][bookmark: _Toc152661095]Emissions report life cycle
The rpt_received_status_cd  attribute in the FP_YEARLY_REPORTING_CATEGORY  and RP_EMISSIONS_RPT tables tracks the status of an Emissions Report as it traverses its life cycle.  The former table contains records for each facility for each year that Emissions Reports may have been required of the facility; it’s rpt_received_status_cd  values track a report’s progress up until the time it is submitted.  The rpt_received_status_cd  in the RP_EMISSIONS_RPT table tracks Emissions Report status from submission through one of several  possible terminal processing states.  
The status value[footnoteRef:107] is tracked in the attribute of the FP_YEARLY_REPORTING_CATEGORY  table up until the point that a report is submitted.   The rpt_received_status cd values tracked in the FP_YEARLY_REPORTING_CATEGORY  table include: [107:  Most of the report states are self-explantory.  Comments are included only where the meaning of a state isn’t clearly obvious, or where further information is helpful.] 

Report Not Required
Report Required
One of the above two values will be the initial value in the FP_YEARLY_REPORTING_CATEGORY   table, and either state may be set at the beginning of a year when an Emissions Report is due or when the system has determined that a report is required (or not). 
Reminder Sent 
This state is set by the Correspondence feature of the system’s Document Generation capability (see Section 9.5) when a user generates (and presumably sends) either a Blue Card reminder letter (to a NTV facility) or a TV/SMTV Reminder letter.
2nd Notice/NOV Sent 
As above, this state is set by the Document Generation’s Correspondence feature when a user generates (and presumably sends) either a [Blue Card] Late letter (to a NTV facility) or a Notice of Violation.   
Submitted
Every submitted emissions report will be permanently stored in STARS2, along with the date it was submitted.  These records are in the RP_EMISSIONS_RPT  table, along with a rpt_received_date.  For Title V/SMTV facilities, this date will coincide with when the Emissions Report data was entered into the STARS2 system (i.e., the date the report was ‘submitted’).  For Non-Title V emissions reports, the two dates may differ, since ‘received’ hard copy emissions reports (Blue Cards) may be entered into STARS2 (‘submitted’) at a later date.
The values that are tracked in the rpt_received_status_cd  attribute used in the RP_EMISSIONS_RPT table include:
Not Filed
A report exists, but has not been submitted.  On the portal side, a report in this state is not visible on the DAPC side.
Submitted
Revision Requested 
DAPC has reviewed the report and determined that the facility needs to revise it.  The report is referred back to the facility, pending submission of a revised report.  
Report Not Needed
DAPC has determined that a submitted or approved report is not needed.  In effect, this ‘dead-ends’ the report (although an invoice record may still exist).  For example, when a facility submits a revised report, the initial report can be (manually) moved to this state.  This is a terminal state for the report object.
Approve/Revision Requested
A decision to request a revision was made after the report had been Approved.  (You cannot “unapproved” a report!)
Approved[footnoteRef:108] [108:  States following [DO/LAA] Approve are associated with and captured in the Invoice record tied to the report, rather than in the Emissions Report record.] 

This is the terminal state for Emissions Reports unless a post-Approval revision is requested. 



[bookmark: _Toc152661115][bookmark: _Toc203908978]Figure 118:  Emissions Report State Transitions
State transitions designated with a double box are outside the processing/control of the Emissions Reporting sub-system. Rather, they are processed by the Document Generation capability, as described above. 
A report can transition to status of Report Not Needed from either Submitted or Approved state.  When a report has a status code of, you can tell whether the report had been approved by whether it’s report_approved_status_dt is set.  Changing these extra states (e.g., Approve/Revision Requested, Report Not Needed) impacts only the rpt_received_status_cd; it does not impact any dates that may have been set and are stored in the RP_EMISSIONS_RPT record.
NTV Emissions Report (Blue Card) Workflow

[bookmark: _Ref149374222][bookmark: _Toc150063443][bookmark: _Toc152661116][bookmark: _Toc203908979]Figure 119: Blue card workflow process

Workflow is initiated when blue card data is ‘submit’ed  to the STARS2 system.  This could be directly from the OEPA portal, or entered manually by EPA personnel from a hardcopy blue card received from the RCU.  Upon submittal, STARS2 determines whether the blue card requires DO/LAA review or can bypass this step. Blue card processing will bypass DO/LAA review when the blue card indicates:
· No change in ownership.
· No change in facility or Billing/Primary contact information.
· No change in operating status (i.e., no Shutdown).
· Reported emissions are in the same emissions reporting range as previous year.
· Reported emissions less than 50 tons.
DO/LAAs review all aspects of the Blue Card data, including reported emissions.  For Blue Cards reporting ownership change and/or shutdown, the review process should proceed from the DO/LAA to the CO review step; otherwise, DO/LAA approval constitutes ‘final’ approval and the Blue Card may bypass CO review.  Upon DO/LAA Approval, STARS2 makes any required changes to contacts, ownership, operating status, or facility name in the Facility Profile for the facility. 
During CO review, if applicable, DAPC may decide to request a Blue Card from a second party, for example, when a change in ownership necessitates generation of a new Blue Card.  To accomplish this, DAPC personnel must manually change the rpt_received_status_cd value to Report Required in the FP_YEARLY_REPORTING_CATEGORY for the year or years for which a new Blue Card is needed.  (Until it is manually modified, the value will reflect the last status of the initial blue card.)  Then, a new Blue Card Reminder must be generated through the STARS2 Document Generation mechanism, which will modify the status yet again, this time to Reminder Sent.   The system creates a second Blue Card record in RP_EMISSIONS_RPT when the second recipient submits the second Blue Card.
[bookmark: _Toc150063682][bookmark: _Toc152661096]Then, the workflow process transitions to the Invoicing sub-system, to an aggregate task (or addition to an existing aggregate task) in the ToDo list of the staff member assigned the role associated with the ‘Post to Revenues’ workflow task.  Subsequent steps in this workflow ‘belong’ to the Invoicing subsystem and are covered in Section 23. 
SMTV/TV Emissions Report Workflow
All SMTV and TV Emissions Reports are required to be submitted via the Ohio EPA Web portal.  Upon submission, STARS2 creates the workflow illustrated in Figure 120.

[bookmark: _Ref149985035][bookmark: _Ref149985030][bookmark: _Toc150063444][bookmark: _Toc152661117][bookmark: _Toc203908980]Figure 120: SMTV/TV Emissions Report Workflow
Note that STARS2 is not providing an interface for DAPC to modify a submitted Title V or SMTV emissions report.  Should changes be required, they must be accomplished through a re-submittal of the modified report[footnoteRef:109]. [109:  As always, Stars2Admin user is all-powerful.] 

[bookmark: _Toc150063683][bookmark: _Toc152661097]Creating a New Report based on data in a Previous Report
As a convenience, STARS2 supports an operation that can be thought of as cloning, which is useful when a user wishes to create a new report (for a different year) based on the data in a formerly submitted report.  This functionality is available to both internal and external users.

Users can access this functionality at Facility  Emissions Reports  New Report  .  The new report is associated with the Current facility profile.  STARS2 creates the new report and copies all the appropriate data from the source report into it.  , For example, the new report initially has the same EU groups that are in the source report.  If any of the EUs in groups are no longer eligible to be members of those groups (see Section 22.4.1.3), these cases are flagged (marked with  ) in the report tree for the new report.  For every match in EU/SCC or EU Group/SCC, the reported attribute values, including emissions, are copied to the new report from the source report. 
[bookmark: _Toc152661092][bookmark: _Toc152661091]Revising a [Submitted] Emissions Report
Both internal and external users may re-submit Emissions Reports to provide corrections to their submitted data to DAPC.  Reports may be re-submitted for the current reporting period or for any previous reporting period.    This functionality is available from Facilities  Facility Profile  Emissions Reports  Emissions Report Summary   for all submitted reports.  When a user executes this operation, the system creates the revised report (a new report instance) with the same EUs and EU groups as the original report, where applicable.  Once created, the report can be modified, validated and submitted in exactly the same way as the original report was or a brand new report would be.  
The modified report is initially tied to the same Facility Profile version (i.e., fp_id) as the original report.  The user may manually associate the revised report with any other facility profile (including the Current profile) available via Facility Profile History.  (The system provides this access via the Associate With Facility Profile button on the Emissions Report Summary screen. ) 

The system compares the ‘revised’ report to the facility profile that the original report is tied to.   It highlights any differences.  In addition if, for example, a process has changed SCC codes, the report will have the ‘old’ SCC marked , along with the ability to delete it.  The system will also include a new period with its corresponding ‘new’ SCC code.  The user has the choice of deleting the ‘old’ tree node.  If a process should no longer belong to a group, that discrepancy will also be flagged.  Users may also compare the emissions reported in one report with the emissions in another.
The system assigns a different Report ID to each Emissions Report version a user submits, and all remain stored in the system.  Whenever an emissions report is re-submitted, a new workflow is started.  If a previous workflow for the same report is still in progress, DAPC can explicitly end it, and change the state of the previous report to Report Not Needed if desired.  All revised reports generate a [new] STARS2 invoice for the entire amount dictated by the revised report.  The correct fee ID is stored in the report record, and the correct Revenue type is specified for the STARS2 invoice.  If the revised report is a Title V emissions report, then detail lines are generated and sent to the Invoicing sub-system.  Adjustments to the invoice amount to account for the impact of the new fees on fees previously billed and/or paid on the basis of the original invoice are handled by the Invoicing sub-system through Adjusted Invoices (see Section 23.5).  
STARS2 will keep a submission date for every submitted report and, in the case of re-submissions, the Report ID of the report it is replacing.  If a report is re-submitted multiple times for the same year, the user can explicitly select the previous report they wish to use as a starting point.  The revised report will be tied to the same Facility Profile as the selected report.  However, the ‘previous report’ link in the revised report’s record will point to the most recently submitted version of the report for that year.  
All the report records persist in the system, allowing access several different ways to the report history.  For example, on the Emissions Report search page, filtering on the facility ID or name, and the year will retrieve records for all reports submitted on behalf of the facility for that year.  Or, filtering the ToDo List (on the ‘Home’ tab) on the appropriate Report ID will present a history of all the steps in the current and/or previous workflows.
STARS2 does not automatically handle some changes that are initiated outside the Emissions Reporting subsystem, for example, a facility’s Emissions Reporting Category changes as the result of a permitting action.  In cases such as this, the user submits a report or deletes it and starts over with the updated information.  Changes in the past, for example a change in reporting category (e.g., from TV to SMTV) due to an incorrect category, which occurs through manual action (Facilities  Facility Profile  Reporting Category) may necessitate filing a revised Emissions Report for the year in question.  If the change affects the Permitting Classification for the facility, additional manual operations may be necessary.
Emissions Report Validation
As with other validation functionality, the user may choose to validate their report data at any time during data entry.  Validation checks include, but are not limited to:
If the user doesn’t enter information for a pollutant listed in the Emissions table the emission information for that pollutant is defaulted to null.  These will fail validation until the user explicitly sets the values (e.g. to zero). 
If the SCC associated with a process covered in the report any the Fire ID specified in the report has been deprecated. 
Related pollutants reported in an incorrect relationship (e.g., PM 10 < PM 25)
A pollutant specified is neither a CAP or a HAP
Errors encountered during validation are handled as described in Section 7.10.  
Until the data is successfully validated, the  button is not available.  
[bookmark: _Ref188853869][bookmark: _Toc150063672][bookmark: _Toc152661085]Emissions Report-Related Correspondence
There are several types of Emissions Report-related correspondence defined in the DC_CORRESPONDENCE_TYPE_DEF table.  There are reminder letters for TV (and SMTV) and NTV facilities as well as late notices destined for the same populations, with additional filter criteria applied.  Each of the correspondence types maps to a document template created by DAPC personnel as a basis of communication with RCUs regarding Emissions Reporting.  The templates are set up so that facility-specific information can be supplied during the document generation process. STARS2 Document Generation and Correspondence handling capabilities manage the production of the appropriate communications.  In these cases, correspondence/document generation also sets or updates the appropriate values of the rpt_received_status_cd attribute in FP YEARLY_REPORTING_CATEGORY to reflect the movement of the Emissions Report through its life cycle, as described on page 228.  Chapter 9, especially Sections 9.2.4.2 and 9.5 describe these capabilities in great detail. 
Generating emissions report related forms and correspondence impacts the state of the associated reports, as described in Table 18. 
[bookmark: _Ref152492913][bookmark: _Toc203908859]Table 18: Emissions Report State Change as a Result of 
Document/Correspondence Generation
	Action
	State Change

	Reminder  or Blue Card Generated (1)
	Report Required  Reminder Sent

	2nd Notice (second Blue Card) or NOV Generated (2)
	Reminder Sent  2nd Notice/NOV Sent



These state changes occur in the facility-specific, report-type-specific, year-specific record in the FP_YEARLY_REPORTING_CATEGORY table, since no report object exists (in the rp_emissions_rpt table) until the report is submitted.
For NTV facilities, the ‘Reminder’ is the initial blue card, along with an instruction letter. The ‘2nd Notice’ is a re-send of the blue card form, along with a notification and instruction sheet.  For SMTV and TV facilities, the ‘Reminder’ consists of a letter indicating the report is due, the due date and the URL for emissions reporting data input.  Additionally, the system generates an Event Log message for the activity.  For all facilities, reminders are further customized (by the system) to indicate whether ES is required.  
[bookmark: _Toc150063684][bookmark: _Toc152661098]STARS2 stores the date that a report is receive, the date it is submitted and the date that it receives approval but does not store the dates for any other state change.  Dates associated with the generation/printing/sending of emissions report related correspondence are recorded in the facility’s correspondence history.
[bookmark: _Toc203908798]Interface to Invoicing Subsystem
Once an Emissions report has been approved, the Emissions Reporting subsystem constructs the line items to be invoiced and generates an invoice record reflecting the fees to be charged based on the data in the report.  Details of this transition and subsequent processing are covered in Section 23.  

[bookmark: _Toc150063671][bookmark: _Toc152661082][bookmark: _Toc203908799][bookmark: _Toc150063689][bookmark: _Toc150063670][bookmark: _Ref152654185][bookmark: _Ref152654190][bookmark: _Toc152661103]Emissions Reports Search Capability
[bookmark: _Toc152661083]Emissions Report Search/Filter Criteria
Generically, Emissions Reports search capability is an instance of the common ‘search and filter’ capability described in Section 7.2.  However, the appearance of some Emissions Report search fields is conditional, depending upon the Emissions criterion selected.  Figure 121 illustrates the primary search fields that are common to all Emissions Reports searches.  

[bookmark: _Ref192236603][bookmark: _Ref192236597][bookmark: _Toc203908981]Figure 121: Emissions Report Search for Emissions Category ‘any’
All search fields have a ‘blank’ option, indicating no filtering on that variable.  In the case of the Emissions criterion, setting it to ‘any’ has the same effect; the system will not filter on Emissions from this search window.

[bookmark: _Toc203908982]Figure 122: Emissions Report Search for Emissions by Amount
Pollutant Range applies to TV, SMTV and NTV when their emissions have been enumerated (e.g., NTV has  > 50 TPY emissions, specific reporting required for facilities in non-attainment counties, etc. ) The search will match all reports that indicated emissions (total tonnage or lbs.) in the Range specified for the Pollutant selected (or All Chargeable Emissions) in this search criteria window. 
The Fee Description input field is available only after Year and Category are specified.   The ranges presented in the pick list correspond to the ranges in effect in the specified year for the selected Category as defined in the Service Catalog. (See Section 27.4.) This search is only useful for facilities with SMTV and NTV emissions reporting categories, since they are charged according to emissions tonnage/year ranges.  

[bookmark: _Toc203908983]Figure 123: Emissions Report Search for Emissions by Fee Description
[bookmark: _Toc152661084]Emissions Report Data Grid
The columns in the data grid resulting from an Emissions Report are illustrated in Figure 124described below.

[bookmark: _Ref192596051][bookmark: _Toc152661106][bookmark: _Toc203908984]Figure 124: Data grid resulting from Emissions Report search.

· Report – The internal report identifier
· Previous report (– In the case that the report is a revision to a previous report, this column references the original report’s identifier.
· Facility Id – Identifier for the facility associated with the report.
· Facility Name – Name of the facility associated with the report.
·  DO/LAA – District Office / Local Area Agency
· Year  – The year that the report covers
· Category  – The fee reporting category for that report.
· Reporting Status – An indicator of where the report is in its life cycle.
· EIS State – An indicator of where the associated EIS report is part of the submitted report.
· Received Date – The date the report information was received by OEPA.  For TV/SMTV facilities, this is the same date as the Submitted date.  For NTV facilities, however, there may be a time lag between receipt of the hard copy Blue Card (the date in this datagrid) and the date when the data was entered into the STARS2 system (the Submitted date).
· FER Emissions – Total emissions, in tons, reported in the report for the facility for the reporting year.  If NTV report did not specify tons (i.e., emissions < 50 tons/year), then the range is shown in the table for that report.
 The Report [ID], Previous Report [ID] and FP Id fields are hyperlinks.  The former takes the user to the Emissions Report Detail page for the selected report; the second navigates to the Facility Profile, identified by FP ID that is associated with the report.  Note that although there is a Facility ID column in the datagrid, it is not a hyperlink as it would take the user to the current facility profile for the facility, which may not be the facility profile ID associated with the report.
NTV facilities will always have an EIS State value of ‘none’ indicating that no EIS was required in that report.   A value of Not Filed indicates that an EIS report is required, but has not yet been submitted.  When an EIS is included in a submitted report, both the Reporting State and the EIS State will be set to Submitted.  When a user selects the ‘Approve EIS’ button on the Emissions Report Summary screen the EIS state moves from Submitted to Approved. 
[bookmark: _Ref191162976][bookmark: _Toc203908800][bookmark: _Ref162937759]Invoicing 
[bookmark: _Toc203908801]Overview
The Invoicing sub-system is a component of the STARS2 internal application, available only to DAPC users.  Regulated community users have no access to invoice data through the STARS2 portal application.
For purposes of clarity in this chapter we will use the following terminology:
A STARS2 or internal invoice is created by the STARS2 Invoicing sub-system.
STARS2 bill is the printed version of the invoice to be mailed to the facility.
Record is the representation of the STARS2 invoice data in the Revenues system.
Whenever the distinction is not perfectly clear from the context.
An invoice is created by the STARS2 software for a facility upon issuance of a final installation permit or upon approval of an emissions report. STARS2 provides an authorized DAPC user a seamless interface for the management of STARS2 invoices. The two categories of STARS2 invoices supported are permitting invoices and emissions invoices. STARS2 invoices for fees associated with permit issuance and periodic emissions reporting are generated, ‘posted’ to the Revenues System, printed and sent (manually, by DAPC personnel) to the Billing Contact specified for each affected facility.  
The Invoicing subsystem provides DAPC users a web-based interface to:
Generate, via a web interface an individual STARS2 invoice record for fees incurred as a result of Final Issuance of an installation permit.
Automatically generate an individual STARS2 invoice record for fees incurred as a result of or approval of an Emissions Report for which fees are levied. 
In both of these cases, the system
assigns each invoice an internal STARS2 Invoice ID
computes the invoice’s due date; for permits, due date is based on the manually-assigned effective date entered in the process of generating the invoice record.
 ‘Post’ STARS2 invoice information to the Revenues system; associate the Revenues ID returned with the internal invoice record.
Make changes to STARS2 invoice information before it is posted to Revenues[footnoteRef:110].   [110:  Only specially authorized users are permitted to execute this operation.] 

Generate a bill, ready for printing for initial invoices, modified invoices, and for second (and/or subsequent) billings.  (Actual invoice printing and mailing are manual steps that are outside the scope of STARS2.)
Track the life cycle of an STARS2 invoice.
Execute filtered searches of internal invoice data.
View internal invoice detail data, including but not limited to:
Facility and STARS2 invoice identifying information (include the ID associated with the Revenues record)
Invoice line items initially invoiced
Adjustments and Payments, including interest charges that may have been applied by Revenues
Current Balance Due
Apply adjustments to an internal invoice through the Revenues System
Generate Late Notices (a second bill, normally with interest)
Access historical invoice data, including current and/or historical Billing Contact information
Generate/post invoice records based on modifications to historical emissions reporting data and prepare associated bills for printing/mailing (i.e., revised reports  adjusted invoices/bills).
The remainder of this document section provides details of the user interface and internal design for these capabilities
[bookmark: _Toc203908802]Charge Source Invoicing Interface 
STARS2 Invoice content is constructed by the sub-systems responsible for the charge sources --- Permitting and Emissions Reporting.  The Invoicing subsystem has no knowledge of the details of the Permitting or Emissions Reporting processes, nor of the fees that are appropriate to charge for either. Therefore, the Permitting and Emissions Reporting subsystems must gather and provide initial invoicing data directly to the Invoicing subsystem at the appropriate point in their respective workflow processes.  For all initial invoices, this data includes the facility ID, taken from the stored charge source (permit or emissions report)
The ID of the charge source (i.e., permit # or emissions report ID) 
The Revenue Type Code 
Derivable from the revenue type (which is passed to it by the charge source) + charge source; for Fee Emissions Report invoices, the code is determined by the Emissions Reporting sub-system and passed to the Invoicing sub-system. 
Invoicing state
This is the state of the invoice from the perspective of the STARS2 system.  Initially, Ready to Invoice. 
An “amount”
For Permitting invoices, this is a dollar amount.
For Emissions Report invoices, this is the total tonnage on which fees are based.
These amounts are reflected on the bills that are sent to facility Billing Contacts.
One or more line items that include a free text description of the line item or associated charge.
Line items are “built” from facility data stored in STARS2, fee data defined as part of the report definition or permit type in the Service Catalog, and/or lookups of reference data and/or computations using this data.
The total dollar amount due for the invoice.
The invoicing subsystem depends upon the charge source sub-system to do any required computation and/or validation of arithmetic values, whether emissions or monetary values.  However, once the STARS2 invoice record is generated, users may modify any or all ‘amounts’ (whether emissions or dollars) before the bill is generated.
 The Invoicing subsystem is invoked at the point indicated in the corresponding workflow process for an individual Permit (upon Final Issuance, if an invoice is needed) or Emissions Report (following appropriate Approval of the report).  The Invoicing subsystem generates an invoice record on the basis of the information passed to it by the charge source subsystem[footnoteRef:111].  For permitting fees, the invoices are posted to Revenues automatically as part of the atomic action of internal invoice generation.  However, for fees levied on the basis of periodic Emissions Reports, appropriate personnel[footnoteRef:112] must approve the internal invoice before it can be posted to the Revenues system.  Any changes made to the values in a STARS2 invoice must be posted to Revenues through the ‘Adjustment’ process (see Section 23.4.3 below). ).  [111:  See Sections 20 and 22 respectively for complete Permitting and Emissions Reporting workflow process descriptions, including their interface to the Invoicing subsystem.]  [112:  The ability to execute the approval operation is controlled by the System Role of the user (see Section 8). ] 

Specifics of the communications between STARS2 and Revenues (i.e., data sent and returned, codes used, etc.) depend upon the operation STARS2 is performing.  These are covered below in Section 23.4, and in the sub-sections describing each operation.
[bookmark: _Ref189630887][bookmark: _Ref189630908][bookmark: _Ref189379620]At the time the system generates a bill, based on the STARS2 invoice record, it also creates an archive copy, which it stores permanently as correspondence in the STARS2 database.  
[bookmark: _Toc203908803]STARS2 Invoice Records
STARS2 stores the following data in the invoice record in the STARS2 database (table: iv_invoice)
Facility ID 
Invoice ID – identifier generated internally by STARS2 Invoicing sub-system when it creates an invoice record in the STARS2 database.  The ID is not included on the invoice document.
Revenue ID – identifier of the Revenue record associated with a STARS2 invoice.  It is returned from Revenues system upon successful ‘Post’ing of invoice data.  This is the only Revenues information that STARS2 stores in its invoice record. 
Revenue Type Code – a numeric identifier, up to 2147483647 returned by the Revenues system (and stored here in the STARS2 database) when an invoice is ‘Post’ed. This identifier can always be used to specify and/or retrieve data related to this invoice.
Charge source ID (i.e., Permit # or Emissions Report ID) – stored by the Invoicing subsystem on the basis of information sent to it by charge source subsystem when it creates an invoice record.
Invoice details references – i.e., line-item data, including amount to be invoiced, and total Amount Due --- calculated by the applicable Charge source subsystem.  The Invoicing subsystem stores the line-item detail records in a separate table, iv_invoice_detail, cross-referenced by Invoice ID, in the course of generating an invoice.
Billing contact ID – (a cross reference to Billing Contact information --- Name, Address, phone stored elsewhere in the STARS2 database.  The billing contact can be cross-referenced in the cm_contact table. 
[STARS2] Invoice state – the state of an invoice at any point in time.  An invoice traverses the following states during its normal life cycle:  
Ready to Invoice – when invoice record has been in the STARS2 system, as a result of Emission Report approval or Permit finalization.   The invoice has not yet been approved and/or posted to Revenues.  The ‘generate invoice’ step (for permits) and the approval step (for emissions) automatically set the state field to this [initial] value when they are executed.
Posted to Revenues – a Revenues record has been generated; this state is set upon return of a Revenue ID from the manually triggered createReceivable service.  The user generating the Revenues record (via the Post to Revenues task) enters the Effective date as part of that operation.  It is the date when the bill is expected to have been printed and mailed to the appropriate facility.  Effective date is not stored as part of the invoice record.  By default, the Invoice date that is included in the invoice document is the Effective Date (retrieved from Revenues unless the user modifies it before generating the bill.
An invoice object cannot be posted if it has a previous invoice which has not been posted yet.   Either the previous invoice should be posted or it should be cancelled to permit processing the current invoice
Late Letter Invoice – If the invoice amount is not paid after a fixed number of days (at cutover, 45).  
Facilities may receive this note if their Fee Amount is greater than 1, and it hasn’t been paid or referred to the AGO within 45 days..  When this notice is generated, the system changes the [STARS2] Invoice State from ‘Post to Revenues’ to ‘Late Letter Invoice’.
Cancelled – a possible terminal state in Invoice objects.  An invoice can be cancelled as long as it has not been posted to revenues.  Once cancelled the invoice object passes thru[footnoteRef:113] the workflow steps but cannot be posted or printed.     [113:  Pass thru is allowed in this case to avoid making changes to the workflow diagram, since this state was added late in the development cycle.] 

The Invoice State in the DAPC database is frozen to indicate the last action STARS2 performed with respect to that invoice.  It may indicate at what point in the Invoice life cycle the facility owner paid (or didn’t pay) the invoiced fees. 
Document ID: a STARS2 internal identifier for the invoice document stored in the document data store (see Section 9.2.2).
Creation date: For Permitting invoices, the Permit Issuance Date is both the ‘Created’ date in the invoice record and the Effective date in Revenues.  For Emissions Report invoices, ‘Created’ date is the date when the system ‘created’ an invoice record, while Effective date is the date the user enters when ‘Post’ing to Revenues. 
Due Date: date calculated by STARS2 (when the invoice is generated in the system value is Effective Date + $ER_PayableDays, where $ER_PayableDays is a parameter set in the params.xml file (at cutover, 30).
Original amount:  the dollar amount at which thisSSTARS2 invoice was initially ‘post’ed.
Note:  This is not necessarily the balance due on the invoice.  That data is maintained by Revenues and retrieved by STARS2 on demand.  
[Revenues] Invoice state – The payment state of an invoice, according to Revenues, at any point in time.  An invoice traverses the following payment states in its normal life cycle:
Not Paid – Revenues reports an unpaid balance.
Certified to AGO – an uncollected invoice is referred to the Attorney General’s Office for collection activity
Paid in Full – the amount due is zero.
These state values are never stored in the DAPC database.  They are returned by the Revenues system when queried either automatically – as part of providing data for an invoice, for example, or manually – in response to a Revenues query. 
Revenues also maintains (and returns to STARS2 when queried) a flag indicating whether an invoice is Active or Inactive (effectively cancelled) at the time of the query.  STARS2 does not store the value of this flag.
[bookmark: _Ref194409727][bookmark: _Toc203908804]Revenues System Interface
[bookmark: _Ref189471106]The system of record for most charge-related data is the Revenues system, ‘owned’ and managed by ITS.  STARS2 uses a remote interface to connect to Revenues, and Revenues services to communicate[footnoteRef:114], i.e., ‘Post’ data to its Revenues system, creating a Revenues record with an associated Revenues identifier., or make ‘Adjustment’s to an existing Revenues record, identified by its Revenue ID. [114:  Interface and interface specifications provided by ITS.] 

[bookmark: _Ref194374482][bookmark: _Ref194374645]Common Service Arguments
Several of the arguments to one or more of the services provided by ITS to support STARS2’s communication with Revenues are fixed strings/values provided by ITS.  Within STARS2, these argument values are established in the Stars2/src/configuration.app/params.xml file, to make them easy to modify should ITS modify them in the future.  At cutover, the arguments specified in the configuration file and their values are:
MethodCode value="STAR2"
DataSource value="STARS2"
DocumentID value="471041" (for production)
DocumentID value="348203" (for testing)
Reason value="Revenue creation" 
RevisedRptAdjustment_Reason value="Adjustment amount for Revised Report"
Revenue_Indicator_DocumentID value="348203"
Revenue_Indicator_Reason value="Active/Deactive Revenue"
[bookmark: ER_PayableDays]ER_PayableDays value="30"
Other arguments to the services STARS2 uses to communicate with the Revenues system do not apply to the STARS2 transactions.  These arguments, listed below, are always set to NULL.  
· event_id
· person_id
· organization_id 
· reason 
[bookmark: _Ref189380043]The remaining arguments to services that STARS2 uses to communicate with Revenues are dependent upon the particular service involved.  They are covered below in connection with the operations they support.
[bookmark: _Ref193876138][bookmark: _Ref193876155]Post to Revenues
Following the automatic generation of initial internal invoice records, the invoice data must be ‘post’ed to the Revenues system, which is the “official” keeper of data with respect to fees charged and paid by facilities.  An aggregate ‘Post to Revenues’ task[footnoteRef:115], including each STARS2 invoice in Ready to Invoice state, appears on the ToDo list of the DAPC staff member assigned the corresponding user role[footnoteRef:116]for the facilities associated with those STARS2 invoices.STARS2 invoices are only created/posted when the invoice amount is greater than zero for the chargeable emissions. [115: All references to the action of ‘Post’ing charges or invoices, or to the ‘Post to Revenues’ task include both ‘Post’ing of the initial STARS2 invoice and communicating ‘Adjustment’s to an existing Revenues record.]  [116:  In general, the same staff member is assigned this role with respect to most or all of the facilities to which invoicing applies.] 

When the user selects this task in his/her To Do List, the system provides a task window listing all of the STARS2 invoices eligible for posting/adjusting at that time for all the facilities for which that user has the appropriate user role.  All of the information in this datagrid comes from the STARS2 database, having been recorded when the invoice record was generated.  Among the eligible invoices, the user may select/de-select the ones they wish to Post, and then click on the Post to Revenues button on the task screen.  At that time, the Invoicing sub-system invokes the ITS-provided createReceivable service to initiate a receivable in the Revenues database.  The interface for that service is shown below: 
createReceivable (user, revenue_type_code, program_id, event_id, person_id, organization_id, place_id, document_id, method_code, amount, effective_date, due_date, data_source, reason) ,
where fixed or parameterized argument values are specified as described in Sections 23.4.1 and:
	user:
	login ID of the user accessing the createReceivable service.  Using this User Object, Revenues determines whether the logged in user has rights to create a Revenues record.

	revenue_type_code:
	Values provided by ITS/Revenues, indicating the type of receivable being initiated.  Type codes are stored in the STARS2 database, in the IV_REVENUE_TYPE_DEF table. 

	program_id:
	Value provided by ITS[footnoteRef:117]  [117:  program_id is currently a required parameter, but is not expected to be in the future, when Revenues will determine the program from the revenue type code; until then, the value will be taken from the params.xml file.  ] 


	place_id:
	Core place_id for the facility associated with the charge, taken from that facility’s Facility Profile.

	amount:
	Total dollar amount being recorded in the STARS2 invoice record, as calculated by STARS2 charge source subsystem.

	effective_date:
	Send date (anticipated for bill); set by the DAPC user when they initiate the ‘Post-to-Revenues’ operation for one or more STARS2 invoice.  The date applies to all  ‘Post’ed in the same operation.  This date is used to calculate interest, if necessary

	due_date:
	effective_date + $ER_PayableDays, a fixed value established from configuration data when the system is started; currently set to 30 days.


Upon successfully initiating a charge in Revenues, the system returns a Revenue_ID to STARS2 and the invoice’s state is changed to Posted in STARS2.   STARS2 does not track any Revenues accounting activity internally for invoices.  Rather STARS2 keeps only the Revenue_ID  associated with any STARS2 invoice, which it can use to locate any such activity/information from the Revenues record, on demand, as needed.
[bookmark: _Ref189919094][bookmark: _Ref189379548]Adjustments
Subsequent to ‘Post’ing an invoice to Revenues, DAPC personnel may find it necessary to adjust the amount of the invoice.  This may happen if/when a facility submits a revised Emissions Report.  A revision can be filed for many reasons, for example:  the initial report may have used an incorrect emissions factor omitted one or more source, underreported emissions, etc.   
For Title V and SMTV facilities/emissions reports, several scenarios may trigger the need for this operation.  
· Emissions Report Filed  Reviewed by DO/LAA  Approved by DO/LAA  Invoiced  Invoice for initial amount Posted to Revenues  Invoice Paid  Revised Emissions Report Filed  Revised report reviewed/approved by DO/LAA  Invoice Generated on DIFFERENCE between initial invoice and adjusted invoice Adjustment required in Revenues.
· Emissions Report Filed  Reviewed by DO/LAA  Approved by DO/LAA  Invoiced  Invoice for initial amount Posted to Revenues  Invoice NOT Paid Revision Filed Revised report reviewed/approved by DO/LAA  Invoice generated on TOTAL NEW AMOUNT  Adjustment (increase/decrease to initial amount) .
In either case, the resulting invoice would be considered an Adjusted Invoice, since it was generated from a Revised Emissions Report, had been previously invoiced, and already had a Revenues ID assigned.
For Non-Title V facilities/emissions reports, the scenarios become complicated by the fact that the FER covers a two-year period.  During that period, facility ownership can change and/or a facility may be permanently shutdown.  In either of these cases, and depending upon when during the two-year period the change occurs, a revised (or additional) FER may be submitted.  The Emissions Reporting processes the revised FERs and determines its impact on charges to users.  It then communicates any changes engendered by the revision (in the form of line items) to the Invoicing sub-system which adjusts or re-issues invoices accordingly. 
STARS2 may be used to adjust either the original amount of a posted invoice, or the current amount on that invoice using the  adjustCurrentAmount or adjustOriginalAmount services, as appropriate.  
 The services are invoked as follows:
 adjust[Current|Original]Amount (user, revenue_id, amount, method_code, reason, data_source, document_id)
where the arguments have the meaning and values previously specified in Sections 23.4.1.
In this case adjustOriginalAmount actually replaces the original amount in the referenced revenues entry (rather than applying an adjustment to the original amount.).  Consequently, although technically an Adjustment, the modification will be reflected in the Original Amount associated with the invoice, which is reflected in the Billing Details section of the invoice’s Invoice Detail page, rather than in the Adjustment datagrid on that page.   For an adjustment to Current Amount, if the adjusted current amount is less than the previous Balance Due, then the Balance Due is also adjusted, and reflected in the Billing Details.
Activate/De-Activate Invoice
After an invoice has been ‘Post’ed, it may be necessary for that invoice to be de-activated (effectively cancelled).  Or, in rare cases, a de-activated invoice may require re-activation.  The services described below activate a given revenue ID, or deactivate a given revenue ID, where each Revenue ID is associated with a single invoice in STARS2.    Revenues records are ‘Active’ unless they have been explicitly de-activated via the STARS2 Revenues interface or by another STARS2-independent mechanism[footnoteRef:118].  An invoice that has been de-activated has effectively been ‘cancelled’, in the sense that no further activity is expected with respect to that invoice/charge.   [118:  DAPC users and other OEPA personnel may make changes to Revenues records by logging directly into the Revenues system.  Any such activity is independent and outside the scope of STARS2. ] 

STARS2 invokes the [de]activateRevenue services as follows:
[de]activateRevenue (user, revenue_id, reason, data_source, document_id)
where the arguments have the meaning and values previously specified in Section 23.4.2
Retrieve Data from Revenues
STARS2 retrieves data from Revenues for an individual invoice whenever a user requests data on that invoice.  This may be required for each invoice record “matched” in an Invoice Search operation, or when an individual invoice link is selected from the Invoice List returned from a Search operation.  In either case, STARS2 invokes the retrieveRevenue service to gather the information about an invoice that the Revenue system stores and maintains.  providing the.  The service is invoked as follows:
retrieveRevenue (user, revenue_oid) 
where user is described in Sections 23.4.2 and OID is the unique Object Identifier referred to in STARS2 as revenue_id.
STARS2 retrieves this information on demand whenever a STARS2 invoice search is performed or a user accesses detail data for an individual STARS2 invoice.  The mechanism is the retrieveDAPCRevenueList service.  This service finds a list of DAPC-specific revenues matching the given search criteria, ordered by the given sort criteria.  The service is invoked as follows:
retrieveDAPCRevenueList (user, search, sort) 
where user is described in Sections 23.4.2 and
	search:
	An instance of a RevenueSearchObject[footnoteRef:119], populated to include values for the applicable search criteria  [119:  This object is defined by ITS in connection with services to for communication with Revenues.] 


	sort:
	An instance of a RevenueSortObject, populated to include the desired sort criteria. 


[bookmark: _Ref189643304]ITS has defined The RevenueSearchObject and RevenueSortObjects that STARS2 instantiates, populates with the appropriate values and passes to ITS to define the desired search.  Search parameters can include any combination of the following:
	revenue_id
	The revenue ID to find.  May include wildcards (* or ?)

	type
	The revenue type to find.  NULL finds revenues of any type.

	Program_id_list
	A list of program IDs to find.  NULL finds revenues regardless of person ID

	place_id_list
	A list of place IDs to find.  NULL finds revenues regardless of place ID

	posting_date_range
	A date range for which to find revenues.  The range may be open at either end.  NULL finds revenues regardless of their posting date.

	Due_date_range
	A date range for which to find revenues.  The range may be open at either end.  NULL finds revenues regardless of their due date.

	Balance_due_range
	A range of balance values for which to find revenues.  The range may be open at either end.  NULL finds revenues regardless of their balance due.

	Active_only
	A status value for which to find revenues.  Pass Boolean.TRUE to find only active revenues, Boolean.FALSE to find only inactive revenues, or NULL to find revenues regardless of active/inactive status.


Similarly, sort criteria the following sort criteria may be specified via a RevenueSortObject: ID, Type, Program, Place, PostingDate, EffectiveDate, DueData and BalanceDue.  Currently STARS2 sorts by ID and Type.
[bookmark: _Ref193714074][bookmark: _Toc203908805]Adjusted Invoices
Adjusted Invoices are invoices prepared in response to a modification to a previously submitted (and invoiced) Emissions Report.  The Invoicing sub-system repeats the workflow steps through which it generated the initial invoice on the basis of new information that Emissions Reports sends to it.  Emissions Reports indicates in its communication the ID of the initial invoice to which the adjustment applies.  The information that Emissions Reports sends to Invoicing shows the full amount of any charges that would be assessed based on the revised report.  Invoicing goes to Revenues to get any activity associated with the original invoice and calculates the difference between already-invoiced fees and fees dictated by the data in the re-submitted report, taking into account any payments or adjustments that may have been applied.  Any bill generated will be for the amount arrived at through this process.  The system can determine the modified fees, but the amount can also be changed manually by DAPC before being posted to Revenues.   
Adjusted invoices are the only case when there will be more than one invoice record with the same Revenues ID.  The adjusted invoice will indicate the Invoice ID for the initial invoice in its invoice record in the database but not in the invoice document.
[bookmark: _Toc203908806]Invoicing User Interface
Invoice Search
Invoice Search is an instance of the common search capability described in Section 7.2.  For Invoices, the available search criteria on which a user can filter his/her search include:
· Facility ID: text input field supporting wildcards
· Facility Name:  text input field supporting wildcards
· County: pick list of all counties in Ohio
· Revenue ID: an integer, up to 2147483647,  returned by the Revenues system when an invoice is ‘posted’
· Revenue Type:  pick list of all the Revenue type codes in the iv_revenue_type_def table in the STARS2 database.
· Invoice State: pick list of the possible STARS2 invoice state values, as defined in the iv_invoice_state_def table in the STARS2 database.  
· These include BOTH the STARS2 Invoice State values which is stored in the Invoice record in the STARS2 database, and the 
· Invoice Begin Date, Invoice End Date:  dates either selected from the calendar icons adjacent to the input fields, or entered in [m]m/[d]d/[yy]yy format.
· Revenue State:  The state of the invoice record in the Revenues system. .Although the state’s possible values are stored in the STARS2 database (in the iv_revenue_state_def table), the current value of the Revenue State is not stored in STARS2.  Rather, retrieved from Revenues on demand.
Invoice List
The Invoice List is the datagrid returned by a search submitted on the Invoice Search window.  It is a standard datagrid, as described in Section 7.4.  Each row in the table provides summary data for a single invoice that matches the submitted search criteria.  The data columns[footnoteRef:120] in each row include: [120:  Terms and data items previously defined in this section are not re-defined here.] 

· Invoice ID
· Facility ID
· Facility Name
· Revenue ID
· Revenue Type
· Report/Permit ID (see Charge Source above)
· Stars2 Invoice State 
· Invoice Date
· Balance Due – the balance not paid as reported by Revenues
· Due Date
· Current Invoice Total Amount - the invoice amount when the invoice was initially created, and Posted to Revenues.)
· Revenues Current Amount
The Invoice ID, Facility ID and Report/Permit ID data are hyperlinks to detailed data for the entity each represents.  Clicking on the Invoice ID link provides Detail Data for that invoice; clicking on the Facility ID provides the Facility Profile of the facility to which the invoice is directed, while clicking on the Report/Permit ID link retrieves and displays Detail Data for the Emissions Report or installation Permit that generated the invoice charges.
Invoice Detail
When a user selects an individual invoice by clicking on its Invoice ID in a datagrid, the Invoicing subsystem builds the Invoice Detail screen.  Some of the data comes from the invoice data stored in STARS2.  The remainder is retrieved on demand from the Revenues system.  This page follows the general paradigm for Detail Data pages as described in Section 7.5.


[bookmark: _Ref151180186][bookmark: _Toc203908985][bookmark: _Toc160867817]Figure 125:  Invoice Detail Screen 
Most data on the Invoice Detail screen is read-only.  Report/Permit ID value depends on whether the invoice is associated with an Emissions Report (in which case, Report/Permit ID is the Report ID) or a Permit (in which case, field contains the Permit ID).  The Report/Permit ID value is presented as a link to the Permit or Emissions Report associated with the invoice.  
Line item detail is provided to the Invoicing subsystem by the subsystem that invokes it.  Each line item contains a text description of the line item or associated charge.  The description strings differ among invoices depending upon the charge source, and also upon the Revenue Type.
The invoice detail screen displays:
Header information – the identifying info for the facility and invoice, as well as those fields determined by DAPC to be the most salient.
Billing details, a collapsible screen region, including billing contact information, original and current charge and balance information, a link to the associated charge source document
Additional collapsible screen regions display datagrids for 
Emissions Report Details[footnoteRef:121]  [121:  There are no line items for Permitting invoices.] 

Adjustments
Notes
The invoice detail screen offers several operations buttons.  Which buttons are available (i.e., not grayed out) depends upon the current state of the invoice, the status of the workflow with which the invoice is associated, and the timeliness of the invoice/billing contact.  Section 23.6.4 describes these operations, including the user interface to them.
Generate Document
Generate Document, which provides the user with the capability to generate an individual invoice document (i.e., bill).  The operation, which is only available after the invoice has been Posted, creates an electronic version of the bill, including tracking the document’s generation in the STARS2 database.  However, the user is responsible for the manual process of printing the bill out and sending it to its destination.
Editing Billing Address
Up until the point that an invoice is Posted to Revenues, users may edit the billing address (i.e., the address of the billing contact) from the Invoice Detail page.  After selecting the Edit Billing Address button, the system displays a popup window as illustrated in Figure 126.  This is the same popup (and the same change procedure) as the system employs to change contact information from the Facility Profile  Owner/Contact screen.


[bookmark: _Ref191171423][bookmark: _Toc203908986]Figure 126: Edit Billing Address Popup
Adjustments
The STARS2 users may create adjustments to the invoice amount from the Invoice Detail screen.  An Adjustment ‘resets’ Revenues Original Amount or increases/decreases the Revenues Current Amount irrespective of any change to the charge source (Permit or Emissions Report).  Before the invoice has been Posted, the user may edit the invoice record.  After Posting, adjustments may only be made through the adjustCurrentAmount and adjustOriginalAmount services[footnoteRef:122] described in Section 23.4.3 above.  An operation that is executed as an Adjustment makes a change to a charge for an existing Revenues ID.  Adjustments may be made to the invoice in the Revenue System via this STARS2 interface; they may also be made directly, through the Revenues System.  Note that STARS2 passes (and the Revenue System retains) the ID of the DAPC user making the request thru STARS2. [122:  DAPC personnel have explicitly stated that they have no need to modify invoice data once an invoice has been approved.] 


[bookmark: _Toc160867818][bookmark: _Toc203908987]Figure 127: New Adjustment Popup

Payments are never recorded or modified through STARS2. 
[bookmark: _Ref190505341]Invoice-Related aggregate  Tasks
When the workflow transitions to a ‘Post to Revenues’ task, it places a task on the assigned user’s task list.  Multiple such tasks for a single user appear as an aggregate task.  Additional tasks may be generated for assigned user for other Invoice-related tasks, such as generating Late Letters or Notices of Violation (NOV) for unpaid charges.  When a user clicks on an aggregate (or singleton) task of this nature, the system presents a task screen resembling Figure 129 below.  The illustrated datagrid contains all the invoices that are represented in the aggregate task.    
By default, all are selected via a check in the checkbox at the beginning of each line.  The Invoicing sub-system posts each selected invoice in the datagrid using individual communications/transactions with Revenues, receiving back a Revenues ID for each successful posting operation that it then stores in the Invoice record in the STARS2 database.  
Post to Revenues


[bookmark: _Ref191168081][bookmark: _Toc160867819][bookmark: _Toc203908988]Figure 128: Post-to-Revenues Invoicing Screen Mockup
In addition to this screen for posting multiple invoices to Revenues, there is also a Post to Revenues button on the Invoice Detail page of an invoice that has an Invoice State of Ready to Invoice . This button allows a user to post an individual invoice to Revenues on demand.
Printing and Reprinting Invoices 
Once the invoice is’Post’ed to the Revenues System, an invoice document can be prepared for printing[footnoteRef:123].  Invoice document (i.e., bill) generation employs the common document generation capability described in Section 9.2.4.2.  The system provides individual templates for invoices for Title V Emissions Fees, SMTV Emissions Fees, NTV Emissions Fees and PTI/PTIO Permit charges. Based on the operation, the system associates the correct invoice format based on the revenue type code[footnoteRef:124].  [123:  The actual physical printing and mailing of invoice documents is a manual task outside the scope of STARS2.]  [124:  Association of Revenue Type Codes to template documents is an administrative/configuration task covered in the System Administration Guide.] 



[bookmark: _Ref190507415][bookmark: _Toc160867820][bookmark: _Ref190507426][bookmark: _Toc203908989]Figure 129: Print Invoices Screen Mockup
After the invoice document file is generated, DAPC personnel can modify individual invoices, if necessary, before they are actually printed and mailed.  However, modifications to generated invoice documents are not recorded within STARS2 nor are such changes communicated to Revenues in the event that they involve charge amounts. <per Chris, this was a conscious decision which DAPC was involved in, so clearly, it’s OK for them to do.>
[bookmark: _Ref138058517][bookmark: _Ref159650927]The Tools  Document Generation user interface provides the mechanism with which users can generate Late Notices and other invoice-related documents via a similar mechanism.     
[bookmark: _Toc203908807]Compliance Reporting
[bookmark: _Toc203908808]Overview
Facilities are required to submit periodic compliance reports to report any deviations in their emissions from permitted levels.  Title V facilities submit Title V Compliance Certification (TVCC) reports, while NTV submit Periodic Evaluation Reports (PERs).  RCUs also have the option of submitting a third category reports, collectively called ‘Other’.  The STARS2 Compliance Reporting sub-system supports DAPC staff with a comprehensive and flexible compliance report search capability, which searches for reports across facilities, at Compliance Reports  Compliance Report Search, or for an individual facility via the Facilities  Facility Profile  Compliance Reports third-level menu. The system supports RCUs in entering data for a new Compliance Report via the Compliance Report links (one for each type of compliance report) under New Tasks on the Air Services Home Page.  They may select a draft compliance report via their Task List, from which they may validate and submit the report.  External users may search for reports within the compliance reporting history for their facility via the Compliance Report(s) item in the left navigation menu on the Air Services Home page.  The external per-facility search is a subset of the functionality provided by the cross-facility search mechanism.  Internal users may also enter and submit reports through STARS2, but are expected to do so infrequently.  DAPC users will have occasion to use this capability to enter PER and Other reports that may be submitted by RCUs in hard-copy format. Both internal and external users may generate reports in PDF format.
The Compliance Reports functionality is supported by the standard implementation: a backing bean, UI pages and associated DAO/DB objects.
[bookmark: _Toc203908809]Data Model
The data sub-model, which has table prefix of “CR_”, captures and stores compliance report data. Each Compliance Report submitted, regardless of type, has a record in the cr_compliance_report table.   Extended information is then stored in type-dependent tables:
[bookmark: _Toc203908860]Table 19: Compliance Report Type-dependent Extended Data Tables
	Report Type
	Extended Data Tables

	TVCC
	cr_compliance_deviation
cr_tvcc_attachments

	PER
	cr_per_detail
cr_per_attachments

	Other
	cr_other_attachments



In addition, several CR_*_DEF tables define various value sets related to compliance reports that are stored in these and other tables in the database.  STARS2 also uses tables in other data sub-models linked via Foreign Keys to compliance report tables; For example, DC_DOCUMENT is used to store common data associated with Attachments.
 
[bookmark: _Toc203908810]Search Criteria
The Compliance Reports tab includes a Search Criteria section with eight (8) distinct fields upon which a search may be completed.  If criteria is provided in one or more of these fields the input is ‘AND’d’ into a SQL WHERE and the backing bean returns all records meeting all of the criteria entered onto the search screen.
The Search Criteria include:
1. Facility ID (supports wildcards)
2. Facility Name (supports wildcards)
3. Report Type: one of:  TV Compliance Certification, PER or Other
4. By Date:  Date Type on which Begin/End Dates apply:  one of Reviewed, Submitted (not both)
5. Begin/End Dates: specified and applied when a value is selected in the By Date field
6. Status:  either Draft or Submitted
7. Accepted: one of: Not Yet Reviewed, Yes, No, or No – Revision requested

[bookmark: _Toc203908811]Search Results 
When submitting a search using one or more of the criteria discussed above, the system presents this datagrid of submitted Compliance Reports. 

[bookmark: _Ref194184643][bookmark: _Toc203908990]Figure 130: Compliance Reports Search Result (Internal)

Both the Report Id column and the Facility ID column are hyperlinks.  In the first case, clicking on the link brings up a Compliance Report Detail screen for the selected report.  The Detail screens differ among the various Report Types. 
A similar screen comes up for the external user from Air Services Home  Compliance Reports.  However, the only reports listed are those submitted reports associated with his/her facility and they are read-only.  Note that the Category column only applies to reports which have Report Type = Other.  
[bookmark: _Toc203908812] Permit Evaluation Reports
Non-Title V facilities are required to file Permit Evaluation Reports (PER) annually.  A facility’s PER Due Date is established when the permit is issued.   PER reports are so designated in Compliance Report Search Results.  Clicking on the ID of a PER Report results in display of the PER Report Details screen shown below:
The PER input screen is available to RCUs by their selection of the Permit Evaluation Report (PER) link in the New Tasks list on the Air Services Home page.  There is a similar input screen available to DAPC personnel.  It will primarily be used to enter PER reports that the division receives in hard copy form from RCUs.  The input screen is exactly like the screen shown in Figure 131 below except that the fields are open for edit automatically when accessed by a RCU. 

[bookmark: _Ref194371144][bookmark: _Toc203908991]Figure 131: Permit Evaluation Report
PER reports include EU details (Identification of Intermittent Compliance).  Each EU that was operating during the report period is listed in the report.  The RCU is required to provide a response for all fields for each EU.  RCUs must also report deviations, including a description of each deviation, a method for compliance and the date. The system stores a record for each reported deviation in the CR_compliance_deviations table.  RCUs may optionally upload documents describing a deviation or other event.
To be valid for submission, a PER report must include responses for each EU field as well as a description. 
[bookmark: _Toc203908813]TV Annual Compliance Certifications
Title V facilities are required to file TVCC reports annually, and are encouraged do so electronically via STARS2.  The RCU may access the TVCC input screen by selecting the Title V Compliance Certification Report link in the New Tasks list on the Air Services Home Page.  There is a similar input screen available to DAPC personnel with administrative privileges within the third-level menu on a Facility Profile screen.  It will primarily be used to enter TVCC reports that come to DAPC in hard copy from the RCUs.  The Detail page for a report can be accessed internally by DAPC users by selecting the Report Id in the table shown in Figure 130 for a report the Report Type = TV Annual Compliance Certificate.  That screen is illustrated below.

[bookmark: _Toc203908992]Figure 132:  Title V Compliance Certification Input

As with PERs, TVCC provide for the entry of the appropriate set of data, including deviations, here labeled Identification of Intermittent Compliance (IC), method of compliance and the date.  Optionally, users may also upload Attachments describing deviations or other events..
[bookmark: _Toc203908814]Other Compliance Reports
‘Other’ Compliance Report provides an alternate method for RCUs to report deviations or other activity related to compliance.  Unlike PER & TVCC Compliance Reports, it doesn’t have an explicit list of EUs nor does it have a structured list of deviations.  
[bookmark: _Toc203908993]Figure 133: 'Other' Compliance Report Input Screen for a Malfunction Notification Report
Instead, it enables the RCU to attach one or more documents describing the deviations or other official records, which are later, reviewed by DAPC personnel, who make the appropriate disposition (approve/deny) decision. 
‘Other’ Compliance Reports have an additional classification field, Category.   

[bookmark: _Toc203908994]Figure 134: Popup for Specifying the 'Category of 'Other' Compliance Reports
The range of Categories available is long.  Categories that RCUs may specify include, but are not limited to:
> 15 lbs/day VOC Exceedance rpt
Actual heat input rpt for de-rated boiler
Annual Deviation rpt
Category values cover a wide range of diverse specificity.
To be valid, ‘Other’ reports must have at least one attachment and a response in the ‘Description, Reporting Period and/or Date’ field.
[bookmark: _Toc203908815]Compliance Report Processing
Once a Compliance Report is submitted, DAPC personnel review it and provide a disposition, for example, whether the deviations were reported or not and whether the report is accepted or not.  The system does not log the status or provide an interface to a history of status changes.  The Report Status field takes one of four values:  
Accepted
Denied
Revision Requested
Not Yet Issued
And the Deviations Reported field is a yes/no flag.
The Compliance Reporting sub-system audits and tracks two fields in the Field Audit Log (see Section 12.2):
Report Accepted – the value of the Report Status field has changed to Accepted.
Reviewed Date – the date that DAPC personnel review the report.
[bookmark: _Ref193102692][bookmark: _Toc203908816]Management Reports
This section discusses the STARS2 design for providing data reports such as those identified in [4] that DAPC personnel, including management use to help them do their jobs efficiently and effectively.  We term these “Management Reports” to distinguish them from the Emissions Reports submitted through services accessed via the EPA Web Portal by RCUs. (The latter are covered in Section 22.)
UNICON will construct and test the generation of a fixed set of reports specified in requirements [4].  Some of these report requirements will be satisfied through the standard filtered search capabilities of the STARS2 system (STD). That is, there are search screens with appropriate filtering parameters to access the set of data required for most reports.  Users may access the set of data they wish to see by specifying the appropriate filter values on standard STARS2 searches.  Once the STARS2 system has returned the data in the form of an on-screen data grid, the DAPC user may print the data grid or export the data into an excel spreadsheet, which may then be manipulated as the user desires. Both the print capability and the export capability are features of the common data grid object.
A second category comprises reports that can be built using the Open Source reporting tools described below (JASP).  These reports are built using a specialized management report interface that generates reports defined by any number of filter attributes (selected from a well-defined universe) and an SQL query that retrieves the data based on the specified attributes.  The interface permits the user to select output format from among PDF, MS Word/RTF, and Excel.
Some required management reports that require capabilities not available from these two mechanisms, such as charts and drill down capability.  These reports will be offered as specially-coded second level menu options under the Management Reports tab.
Management Report Administration, including modifications to existing reports as well as creation and deployment of new reports is covered in Section 
[bookmark: _Toc203908817]Open Source Java Reporting Tools 
When there is no search-and-filter capability in STARS2 that provides the appropriate data for a required report, UNICON will define the required reports using an open source Java reporting tool, iReport, provided by JasperSoft.  STARS2 will then make use of JasperReports (also open source from JasperSoft)[footnoteRef:125] to construct and populate the reports in either PDF, MS Word format or Excel format, at the users discretion.  Although JasperReports provides an engine for report generation, STARS2 will instead incorporate this capability directly into the system using the API and library functionality provided by the vendor. Figure 135 below illustrates the flow: [125:  STARS2 will be deployed with iReport and JasperReports version 1.2.5 or later.  ] 



[bookmark: _Ref140485756][bookmark: _Toc160867821][bookmark: _Toc203908995]Figure 135: Management Report Generation in STARS2
UNICON will define/configure this set of reports (i.e., types of reports, report definition, attributes available in each report, etc.) in the initial system load.  In addition, the iReports capability will be available to DAPC going forward so that additional reports may be created as needed (see Section 25.2).  Once the report template file generated by iReports is created and installed, the STARS2 infrastructure will generate the report on demand.  
iReport provides broad capabilities with respect to defining reports.  As an open source tool, the web provides significant documentation, as well as examples and other help to produce the template files that define the layout, format and data fields that make up each report, as well as the parameter-driven SQL query that accesses the appropriate data set with which the report will be populated.  The SQL query is the core of the report.  The queries are stored in the STARS2 database and managed by the tools. 
Using the output from iReport, STARS2 then employs the JasperReports tool to build and populate the reports.  Ireport produces .jrxml files (raw), while JasperReports can pre-compile the report into a .jasper file.  Files may be provided in raw form, in which case STARS2 compiles the report, or as a pre-compiled file.  Either is acceptable as input via the STARS2 Management Report user interface.  However, especially in the case of reports that include one or more sub-reports, each sub-report must be compiled individually, so pre-compiling the full report is strongly advised[footnoteRef:126].  [126:  If sub-reports are included in a raw report file, there is no guarantee that compilation will behave as expected.] 


[bookmark: _Ref147225465][bookmark: _Toc203908818][bookmark: _Ref159066349][bookmark: _Ref138064043][bookmark: _Ref138064352]Management Reports Catalog 
STARS2 provides a Management Report Catalog, accessible via the Management Reports tab or via the Report Tree second-level menu item under that tab.  When either of these items is selected, the system presents the window illustrated in Figure 136[footnoteRef:127].   [127:  The Mgmt Reports tree is an implementation of the catalog paradigm described in Section 7.6.3] 


[bookmark: _Ref193519913][bookmark: _Toc160867836][bookmark: _Toc203908996]Figure 136: Management Reports Catalog
The catalog provides access to the currently-defined reports, as well as an interface through which DAPC users can define new reports from scratch, or by cloning an existing report.  Users may also edit existing reports.  These administrative capabilities, which will likely only be needed by a very small number of users, are described in detail in the STARS2 System Admin Guide ([12]).
[bookmark: _Toc203908819]Generating a Management Report
To generate a report, the user selects the desired report from the report tree.  On the basis of the report selected, STARS2 offers a search/filter window that defines the scope of the data to be presented in the report, with default values filled in, if they were specified when the report was created.  
 
[bookmark: _Toc203908997]Figure 137: Generate Report
Once the users completes or modifies the Input Values and selects , the system applies the input values as filter criteria against the query specified for the report and brings up a popup window in which it presents the report in the format selected (PDF, Word/RTF or Excel).  This window also provides access to Edit and/or Clone capability for existing reports, which is described in detail in [12]). 
[bookmark: _Toc203908820][bookmark: _Toc145731050][bookmark: _Ref150070705]Custom Reports
STARS2 provides several custom reports, as defined in [4], at cutover.  These are accessible via the second-level menu items under the Mgmt Reports tab.  The reports are described below.
Issuance Report
This report provides management with a mechanism to determine exactly how may permits of what types each DO/LAA issued during a specified period of time.  (In the case of PBRs, which aren’t “issued” in the same sense, the count represents the number of PBRs accepted by DAPC within the date range.

[bookmark: _Ref193530194][bookmark: _Toc203908998]Figure 138: Issuance Report for 2007
Each cell that represents numerical data is a hyperlink to detail about the permits that fall into that category; for example, clicking on the cell in the upper left corner of the table will produce a listing of the 37 PTI Draft permits that were issued from Central District Office during 2007.  The columns in the detail datagrid for these permits contain similar information to that shown in the datagrid for a Permit search except that the data grid here includes columns for ‘Publication Date’ and ‘End of Comment Period’.  In addition, depending on the type of permit, there may also be additional columns.  For example, datagrids for PTIO permits indicate whether the permit is a General Permit or FEPTIO, as well as the amount invoiced when the permit was issued.   

[bookmark: _Ref193530018][bookmark: _Toc203908999]Figure 139: Detail Data for Issuance Report Cell - Total Draft PTIs issued during 2007
In addition to the data on the individual permits, each detail data page also includes one or more graphics that present a summary picture of that set of permits according to various criteria.  Figure 139 shows the summary charts and datagrid columns for the lower left-most cell in the datagrid in Figure 138 – the all Draft PTIs issued for the period (across all DO/LAAs). 
Permit Workload Report 
This report allows a Permitting Manager to quickly gain insight into the current workload of his/her staff.  The highest level report summary provides an overview of Not Completed (i.e., step not yet reached in the workflow) and In Process steps for Permitting workflows for a given DO/LAA.  The report focuses on several key roles/tasks in the Permitting workflow. These tasks are:
1. DO/LAA Permit Writer
2. DO/LAA Permit Approver
3. CO Permit Reviewer
4. CO Permit Approver
The initial report filter allows the manager to select a given DO/LAA.  The Top Level report produced is as depicted in Figure 140. 


[bookmark: _Ref193524728][bookmark: _Toc203909000]Figure 140: Permit Workload Report --> Filter and Report Output

The workflow reported for Central Office tasks represents the workload for permits pertaining to the chosen workflows ‘assigned’ to the selected DO/LAA.
The column headers of Working, Draft, PPP and PP represent the current issuance stage. A stage of Working indicates that this permit has not as yet been issued as Draft.  The first three column headers indicate the selected DO/LAA, the task of interest, and the individual users who are assigned the indicated Task across all facilities covered by the selected DO/LAA.  For each Permit type, and each applicable stage, the datagrid presents the number of Not Completed (NC)  and In Process (IP) workflow tasks currently on the task list for the indicated user. 
Each cell within the summary table will be hyperlink to a second level display.  Implicit in the selection of a cell is the selection of additional filtering parameters (e.g. DO/LAA, PTI Permits, etc).    The second level drill down provides summary charts similar to those described above for Issuance Reports, as well as a datagrid of the ToDo list items associated with the permitting workflows that make up the summary data shown in the selected cell.  
A third level drill down, accessed by clicking on any segment of one of the summary charts, provides detail data on all the permits that are counted in the selected segment of the chart.  The columns in the resulting datagrid are, as described above, slightly different depending upon the type of permit being displayed.  Some columns are common to all types, and often reflect similar data as the Permit Detail screen under the Permits tab.  Others, however, are permit-type specific.  

Late Permits Report[footnoteRef:128] [128:  Earlier in the project, this report was titled “Permit SOP Report”.] 

This report summarizes the status of In Process permits that have exceeded Warning durations and/or Danger durations[footnoteRef:129] specified in schedules provided by DAPC personnel[footnoteRef:130].  The durations are assigned to permits based on a combination of several factors: [129:  These ‘duration’ values are NOT the Jeopardy and Late duration values assigned to the various workflow tasks when the workflow is designed.  ]  [130:  Schedules A – H,, specifying various combinations of factors, and Warning and Danger durations for them, may be found in PermitSOPfiltermh2.xls  <what directory does this belong in? SAM/KEN/CHRIS ] 

DO/LAA(s) to which the permit “belongs”
Type of permit(s) (including historical types such as Registration)
Permit reason(s)
For each of the above factors, the user may select one or more values (including all of them) to define the scope and applicability of their report.
Whether or not the permit is
A General Permit
An Express Permit
Status of ‘Show All’ flag
None of these filter criteria are required, and any combination of them may be specified.  Any combination of the buttons available in the filter options may also be selected.
The report looks only at Permits which are in process of being issued.  The In Process permits are assigned a status of OK, Warning or Danger by comparing the expected milestone durations with the actual durations for each task, according to the schedule that ‘matches’ the characteristics of the permit[footnoteRef:131].  The report output looks like this: [131:  The schedules with all associated parameter values are stored in the database in the wf_permit_sop_def table.] 


[bookmark: _Toc203909001]Figure 141: Late Permits Report Output
By default, the report displays only permits that have Permit Status = Danger.  If selected Show All in the Late Permits Report Filter tells the system that the user wishes to see in process Permits regardless of their Permit Status.
The user may access summary charts for the data returned after applying their filter criteria by selecting the  button.  This button produces the charts illustrated below for a Late Permits report on all Permit Types except PTIO, with Show All selected:

[bookmark: _Toc203909002]Figure 142: Late Permit Report Charts
PBR Counts
This report provides a summary of the PBR Notifications that have gone through each DO/LAA during the selected time period.  The report provides a breakdown of PBRs by PBR Type, and further by how those Notifications were handled (i.e., Received, Accepted, Denied, Superceded).  Note that these dispositions are mutually exclusive.  

[bookmark: _Toc203909003]Figure 143: PBR Counts Report
Code will have to be modified when adding PBR Types to the system in order for this report to remain accurate.

[bookmark: _Toc132624113][bookmark: _Ref138746514]
[bookmark: _Toc203908821][bookmark: _Ref140486482]Tools
[bookmark: _Toc203908822]Overview
The tools tab provides user access to general administrative and other operations that DAPC users may require in the course of their normal work.  The general DAPC user, whether in the Central Office, a District Office or a Local Area Agency, may normally access all of these operations, with the exception of CO Document Generation, access to which is limited to Central Office personnel. 
Three of the 2nd level menu items in the Tools section: Bulk Operations, Document Generation, and CO Document Generation, are, in fact, flavors of the same capability.  STARS2 partitions them into different menu items to provide a division that permits DAPC to control access to the operations (and the documents generated) according to the system roles assigned to users (see Section 8, System-Role-Based security for further information). 
[bookmark: _Ref188944690][bookmark: _Ref188950183][bookmark: _Toc203908823]Bulk Operations
Within STARS2 there is a significant need to for users to perform certain operations in ‘bulk’.  Such bulk operations, regardless of their context, will operate substantially the same way.  Clearly though, aspects of the screens are unique to each specific bulk operation.  Figure 144 illustrates how the individuality is controlled for the various operations: via two tables in the STARS2 schema (CM_BULK_DEF and CM_BULK_ATTRIBUTES_XREF) along with a Base Operations class, from which specific Operations classes are derived. 

[bookmark: _Ref159058947][bookmark: _Toc160867832][bookmark: _Toc203909004]Figure 144: Bulk Operations Design
Conceptual Bulk Operations (even when they are not in available at Tools  Bulk Operations) may be triggered in one of several ways, including:
A task in a workflow has been defined as an aggregate task. Aggregate workflow tasks appear on the ToDo list for the user assigned the associated role for the affected facilities.
An item indicating the need to perform a bulk operation may be placed on someone’s ToDo list manually.   The user may (or may not) re-identify the target (currently a set of facilities) to which the operation applies. The ToDo list item appears as an aggregate task; otherwise. 
A user may manually select a bulk operation from a menu of available operations.  This menu will be accessible as a catalog via the Tools tab.  The selected item will include a facility filter to enable the user to identify the set of facilities the operation should impact.
The actual execution of a bulk operation is manual; that is, the user selects the operation they wish to perform from the Bulk Operations Catalog tree illustrated below.  In the user-directed case, the user accesses the Bulk Operations Catalog tree via the Tools menu, and manually selects the operation they wish to perform from those offered in the tree.  The system then presents the appropriate Search Criteria for that operation.  When the search is submitted, a data grid lists all the entities that match the criteria.  
The data grid comes up with all facilities (or other entities) in the list selected.  The user can de-select any subset of the facilities in the data grid in order to limit the facilities to which the operation will apply.  
After selecting the set of facilities, the user selects the operation by clicking the button at the bottom of the datagrid that references the specific bulk operation.  Then, the system displays an operation-specific popup window.  The content of that window will be dictated by the operation being performed, although each will include the target selected list in a collapsible screen region.  As an example, Figure 145 illustrates the popup associated with the Bulk Operation: Facility Roles.  This is the interface to change one or more facility role assignments for more than one facility in a single operation.

[bookmark: _Ref159650308][bookmark: _Toc160867835][bookmark: _Toc203909005]Figure 145: Bulk Operation Popup Example:  Facility Roles
At deployment, STARS2 will support the following Bulk Operations 
Modify Facility Roles
Document Generation, initially expected to be implemented via Bulk Operation(s), has instead been segregated into separate 2nd level menu items on the Tools tab, however, it is implemented using the same model discussed here.  (See Section 26.3).  
[bookmark: _Toc195938683][bookmark: _Ref188789606][bookmark: _Ref194385599][bookmark: _Toc203908824]Document Generation
STARS2 DESIGN DOCUMENT – DRAFT 1.15
Document Generation capability is available to the general STARS2 user.  Additional document generation is offered to Central Office personnel only.  These capabilities are identical except in their accessibility; the former under the Tools  Document Generation, the later under Tools  CO Document Generation.   The document generation tool is separated from Bulk Operations and divided into two different menu items in order to allow DAPC to restrict operational permissions at a more detailed level than they otherwise could.  In other words, a user may be granted permission to see and execute Document Generation operations, but not be granted permissions to do the same to the documents listed under CO Document Generation.
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[bookmark: _Toc203909006]Figure 146: Document Generation Available to the General DAPC User
An expanded Document Generation Selection tree for Central Office Document Generation is shown in Figure 148 below.

[bookmark: _Toc203909007]Figure 147: Document Generation Available to Central Office Personnel
Upon selection of a document to be generated, the user is presented with a window offering all of the selection criteria that may be applied to the universe of potential recipients in order to select the target set for that operation.  

[bookmark: _Ref188685410][bookmark: _Toc203909008]Figure 148: Selection Criteria for PTIO/PTO Expiration Notices
Once completing the appropriate search criteria fields to select the set of facilities to which the notice is to be directed, and submitting the search, the system presents a list of those facilities matching the criteria AND satisfying the business rules for the selected [in this example] Reminder – PTIO/PTO Expiration Notice.  All of the facilities in this list are pre-selected to be included in the Document Generation operation, although users may de-select any number of facilities from this list before actually generating the document(s).  Once the facility list is confirmed, the user then selects the Generate Documents button below the list of facilities.  The system then generates text documents, one for each facility in the list, substituting the appropriate values for the fields specified in the template for each facility.  The system generates one file per document, as well as a .zip file containing all of the generated documents.  The system offers this list of documents to the user directly, giving him/her the opportunity to print them or save them to disk for future processing.  
[bookmark: _Toc203908825]External References
This navigation path provides the user with links to external web pages that may be of use during the course of their normal operations.  All of the links are either public, or internal to the State of Ohio, the Ohio EPA, or DAPC.  

[bookmark: _Toc203909009]Figure 149: Links to Information Outside of the STARS2 System
Selecting any of these links brings up a new window containing the web page at the selected address.  Note that this window is outside the STARS2 system and has no access to STARS2 operations.  However, since this window does not overwrite the window from which the link was activated, that window (the External References page) the user is still logged into the STARS2 application and remains so.
[bookmark: _Ref188688825][bookmark: _Toc203908826]Field Audit Log
This navigation path provides users access to the Field Audit Log described in Section 12.2, page 103 of this document.  
[bookmark: _Ref192155603][bookmark: _Toc203908827]Correspondence Search
Figure 150 illustrates the search criteria for a Correspondence Search.  

[bookmark: _Ref192153708][bookmark: _Toc203909010]Figure 150: Search Criteria for Correspondence Search
Correspondence may only be viewed internally, i.e. via the DAPC STARS2 interface.  RCU and other portal users have no access to the data in this information.   The Additional Info search criterion gives the user the opportunity to search for any arbitrary string that may have been entered in the additional_info attribute in the dc_correspondence table.  This field may be modified after the correspondence has been sent and is useful for noting tracking information

[bookmark: _Toc203909011]Figure 151: Correspondence Search Datagrid for Legacy - TV Permit Renewal App Reminder 
[bookmark: _Ref188688705][bookmark: _Toc203908828]Event Log
The Tools  Event Log navigation path provides access to the Event Log entries described n Section 12.1 on page 102 of this document.  Event Log entries specific to a facility are accessible to RCUs via the Event Logs menu item on the Air Services Home page via the eBusiness Center
[bookmark: _Ref188942441][bookmark: _Toc203908829]Temporary Files
Temporary file handling is described and discussed in Section 9.6.3

[bookmark: _Toc203908830][bookmark: _Ref190864201][bookmark: _Ref190864236]System Administration 
[bookmark: _Ref164757532][bookmark: _Ref147127239]The subject of this chapter, the Admin tab and the functionality available through it, is expected to be executed only by a few people with Stars2Admin or other higher-level roles.  Much of the information (as opposed to administration) on these topics has been covered elsewhere in this document, and will be referenced rather than repeated here.  Similarly, the procedural view of this functionality will be covered in the Care and Feeding of STARS2 aka System Admin Guide and/or on-line help for the navigation use cases under this tab.  Consequently, this chapter will be limited to providing information not found elsewhere in this document as well as references to it if it is covered elsewhere.
[bookmark: _Toc203908831]Definitions: Reference Data Administration
The definition and reference data described in Section 14.3 has an administrative interface so that authorized users can maintain and manage the data.   This is especially critical with respect to data that is used in emissions calculations.
Many reference/definition data values are pick lists and STARS2 does no processing based on the values.  In those cases it is OK to add and deprecate values in these definition data sets[footnoteRef:132].  However, STARS2 has code tied to specific entries for some definition sets.  In the latter case, adding entries may have no impact on the system’s operation, and deprecating entries may result in loss of functionality or errors.    [132:  For definition sets where it’s OK for users to deprecate values, note that ANY change to data associated with the same object as the attribute storing a deprecated value cannot be ‘save’d in the STARS2 database,.; Because the entire record is validated when a ‘Save’ is executed, the validation fails, even if that attribute is not modified, since the deprecated value is no longer valid.   .  ] 

Even in cases where definition table data is accessible to the user, in no case should users modify the *_id or *_cd attributes in a definition table, as doing so will ‘break’ the system.  Users must also take care to use appropriate *_id or *_cd values when adding entries to such tables.
There are several interfaces to reference data.  These are described below.  They differ on the basis of the source, usage, and/or update mechanism applicable to the characteristics of the reference data they access.  Reference data values may be time-sensitive; that is, it may depend upon the time frame for the data being entered.  
With limited exceptions (e.g., FIRE, discussed in Section 22.4.1.4.3 ), the user interfaces are controlled by XML files that specify the reference or definition sets that are available through the [internal] web interface, as well as the permitted operations on that dat (e.g., add, modify, deprecate).  These files are available to authorized users.  A user may wish to modify this file, for example, to permit editing of the description field in a table, access to which has not previously been provided.  Once the XML file is modified appropriately, the STARS application engine must be re-started in order to activate the change.[footnoteRef:133]  [133:  That is, activation does not require re-compilation or re-deployment of the system.] 

Definition tables may be internally defined within STARS2 or their values may come from an external source, such as the Revenues system or the USEPA.  Internally sourced data is loaded initially from one or more Load Scripts that are defined within the STARS2 Requirements or in DAPC-provided configuration data. Once loaded, these tables should only be modified via the STARS2 web interface provided for that purpose.

For externally sourced data, the data is accessed (not through STARS2) from its source (e.g., USEPA, NEI or FIRE) and written to an Excel file.  DAPC modifies this file as needed to implement any restrictions or changes to the external data that they wish to have reflected in the data stored by STARS2.  For example, the list of control device codes is sourced from NEI.  However, NEI provides more than 160 codes, only 15 of which are applicable for DAPC purposes.  Therefore, if DAPC wishes to store only those 15 codes, they will edit the excel file containing the data before making it available for upload into STARS2.  
The initial STARS2 schema will be populated (for cutover) on the basis of information provided by DAPC as well as initial downloads from external sources, and/or values carried over during data migration (in preparation for deployment) from existing systems such as STARS and Title V Permit Tracker 
This data represents information required for emissions calculation/reporting purposes.  Since STARS2 provides the capability to view and edit emissions-related information in the past, the system must maintain the ability to reproduce the set of data entries active in the time context of those activities.  Therefore, although these tables are sourced externally the values in these tables are versioned on the basis of time at the table entry level.   In addition, DAPC staff may add locally-defined entries to the set that comes from USEPA. 
In most cases, the data is expected to change rarely, if at all.  

[bookmark: _Toc160867829][bookmark: _Toc203909012]Figure 152: Definition List Administration
[bookmark: _Ref188950043][bookmark: _Ref189034926][bookmark: _Toc203908832]Role Catalog
STARS2 implements [system-] role-based security as described in Section 8.  The Role Catalog menu item under the Admin tab provides the administrative interface for deleting existing roles, adding new roles, and for modifying the system-role-to-navigation-use-case mapping that defines. 
In STARS2, every user is assigned one or more system roles.  System roles define the data that a user may access and/or the operations s/he is authorized to perform.  Roles are defined in terms of navigation use cases, each of which represents a page in the system (as defined by the tab and potentially 2nd and/or 3rd level menu items that the user selects to access that page) and, in a few cases, an operations button such as the ability to ‘Edit’ or ‘Submit’ certain objects such as, for example, permit applications or permits.  (Section 15 lists the internal and external navigation use cases.)
This page provides the administrator with the ability to create new system roles and/or modify the set of use cases to which a particular system role authorizes access.  Normally, the ability to create and modify system roles is limited to the Stars2 Administrator (i.e., the user(s) who are assigned the 'Stars2 Admin' role).  The System Admin Guide [12] and online help for this page provide further detail on the interface to and procedures for these operations.
[bookmark: _Toc203908833]User catalog
There is no mechanism for managing internal STARS2 users (i.e., DAPC personnel) within STARS2.  Instead, user data is managed by ITS via common mechanisms across the agency.  When a user, who has already been authenticated at the Gateway (by ITS software), requests Air Services or access to DAPC data, the ITS service that is invoked will passes the user information, including the users’ to the appropriate STARS2 service.  Therefore, the only function controlled by the internal STARS2 User Catalog is the mapping of roles to users. This page provides a person assigned the Stars2Admin role (or any other role to which this use case is assigned) with the ability to modify this mapping to give individual users access to more (or less) STARS2 capabilities. The System Admin Guide [12] provides further detail on the interface to and procedures for these operations.
[bookmark: _Ref188700004][bookmark: _Ref188700010][bookmark: _Toc203908834][bookmark: _Ref135628684][bookmark: _Ref135628692]Service Catalog
Defined workflows are associated with ‘services’ as they are defined in the STARS2 Service Catalog, an application of the Catalog Paradigm described in Section 7.5. 
This catalog brings together the definition of all services that STARS2 can perform, with and on behalf of a user.  .  In addition, this catalog provides the capability to associate service-specific data with each entry as well as fees, where applicable.  The entries in the service catalog fall into two categories:  Permitting and Emissions Reporting.  
As Figure 153 illustrates, for Permits, the catalog is partitioned according to the category of equipment being installed.  For each type, the catalog provides the emissions range on which permitting fees are based.  For each range, a modifiable fee is specified with the capability of specifying the time interval for which that fee was applicable.  For Emissions Report, the catalog provides report definitions for all supported Emissions Reports types.  Opening a specific report provides a mechanism to add and/or delete pollutants for which RCUs must report emissions.  (The fees are administered in the Emissions Reporting sub-system.  See Section 22.5.)


[bookmark: _Ref194207025][bookmark: _Toc203909013]Figure 153: Service Catalog
The System Admin Guide [12] provides further detail on the interface to and procedures for these operations.

[bookmark: _Ref188935898][bookmark: _Toc203908835]Control Equipment Catalog
The control equipment catalog provides authorized users the ability to add new types of control equipment to the system, and define CE-specific characteristics for that equipment, as metadata.

[bookmark: _Ref194209219][bookmark: _Toc160867831][bookmark: _Toc203909014]Figure 154: Control Equipment Catalog Administration
Figure 154 illustrates the window that provides this capability.  The System Admin Guide [12] provides further detail on the interface to and procedures for these operations.
[bookmark: _Toc203908836]Enable Reporting for the Year
This page presents a simple, single operation which allows an authorized administrator to enable Emissions Reporting for the current year for all facilities.  It does not impact the decision of whether a facility is required to report or what their Fee Reporting Category is or should be.  It does however, provide description and instructional information with respect to the operation it executes.

[bookmark: _Toc203909015]Figure 155: Admin --> Enable Reporting for the Year
Until this operation is executed, facilities cannot create, complete or submit Emissions Report for that year.  
The database table that this operation manipulates, fp_yearly_reporting_category, may be viewed and edited for an individual facility from the Facilities  Facility Profile  Yearly Reporting Category.  This operation is discussed further in context in Section 22.5.
[bookmark: _Toc203908837]Configuration Management
System wide parameters are specified in an XML configuration file, src\configuration.app\params.xml. 
The system loads a file at start-up.  Multiple subsystems within the STARS2 application access the file through the Configuration Manager (see Section 4.5) using the getParameter(paramName) function defined in the BaseBO.java class.  For example,
String intervalString = getParameter("PERReminderInterval")
All parameters are returned as strings.  Therefore programs must convert parameters representing numbers from their string representation to their numeric representation when appropriate.
The System Admin Guide [12] provides further detail on the procedures for modifying and activating changes to these parameters.
[bookmark: _Ref190518783][bookmark: _Toc203908838]Template Management
To the extent possible, the required template documents for normal operation of STARS2 in support of DAPC operations have been defined, put in place and tested.  However, DAPC is likely to require modifications to existing templates and/or new templates added to the system.  There is no web user interface to perform these operations, which can be quite complex.  The System Admin Guide [12] provides extensive direction on accomplishing these tasks.  
[bookmark: _Ref190854429][bookmark: _Ref193095968][bookmark: _Toc203908839]On-Line Help Administration
Section 13 discusses the on-line help system, Oracle Help for the Web (OHW) that we have implemented for STARS2.  Administration and deployment of modifications and new help topic files is
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	Icon
	Meaning
	Usage

	

	Facility
	The root of the tree under the Facilities tab

	
	Facility that has been permanently shutdown
	Facility tree, including historical versions of the facility’s profile

	

	Emissions Unit
	Represents Operating Emissions Units in a Facility tree 

	

	Characteristics of the EU have been modified, but not validated
	Facility tree when updating EUs; Application and Permit trees in indicate EU inclusion

	
	Emissions Unit that has been permanently shutdown
	Facility tree

	

	Emissions Process
	Facility tree

	

	An excluded EU 
	In a Permit Application, an EU in the facility’s profile but not included in the current application

	

	Object has been validated
	Used in any tree that illustrates modifications in progress; for example in facility tree when profile is updated, application before OK’d for submission, etc.

	

	Object has changed since last validated
	Used in any tree where objects require validation.  Also, in facility tree, indicates created equipment not appropriately associated in the emissions configuration

	
	Object has failed validation
	All tree nodes that require validation before they can be submitted/saved to the official DAPC database

	

	Permit document or Emissions Report
	The root of the tree under the respective tabs.

	

	Control Equipment
	Associated with an Emissions Process in a Facility tree

	

	Egress Point
	Associated with an EU directly, or under a Control Unit in the Facility tree

	

	EU Group
	Used in Permit tree to group EUs that have the same rules, and requirements and in the Emissions Report tree for groups of EUs with the same: emissions process/SCC, control equipment and egress point configuration.  

	

	Open folder / directory
	

	

	Document
	For example, a document in the Document Generation tree or a user-defined report in the Management Report tree.

	

	Emissions Process
	In an Emissions Report tree, a single, SCC-specific emissions process.

	
	Calendar
	Available for all input fields that require dates.  Opens to a calendar that user may use to select a date for input.

	
	Help Chapter
	Designates a chapter (i.e., a topic that spans multiple sub-topics) in the STARS2 Help Table of Contents

	
	Help Topic
	Represents a Help Topic file in the STARS2 Help Table of Contents. 


[bookmark: _Toc203908841][bookmark: _Ref194171469]Emissions Unit Identifiers 
emu_id:  sequence number for emissions units, unique across the STARS2 system; i.e., in different facility profile versions, an emissions unit will, by definition, have different emu_ids.  This is a STARS2 internal value which is never visible in the web user interface.
[bookmark: gen_corr_epa_emu_id]corr_epa_emu_id: fixed numeric representation of a specific emissions unit used in both Permitting and Emissions Reporting.  This value uniquely identifies each emissions unit across all facilities represented in STARS2, i.e., the value is the same for an emissions unit, regardless of the facility profile version in which it appears.  It is associated with a specific emissions unit regardless of how a facility’s profile or epa_emu_ids (e.g. K003) may change.
[bookmark: attr_appl_eu_id]application_eu_id: fixed numeric representation of a specific emissions unit within a specific permit application.  This identifier is unique across all applications and all facilities within STARS2.  i.e., an EU will have a different application_eu_id if that EU is included in more than one application (of the same or different types).
 Facility can be reliably determined or derived from any of the emissions unit identifiers above (but not the ones below)
epa_emu_id: DAPC’s four character identifier <letter-digit-digit-digit> for each emissions unit.  Although placeholder values may be set at the Gateway, once a [new] facility profile (or new emissions unit in any existing facility profile) is submitted, DAPC will manually assign an appropriate epa_emu_id.    This value populates the DACP Emissions Unit ID field on the screens presenting emissions unit-specific data.  The letter in the epa_emu_id communicates type and/or characteristics of the emissions unit.  epa_emu_id values are unique within a facility   This value can be explicitly changed (by DAPC personnel), but is expected to change very rarely with respect to a specific emissions unit.  
emission_unit_id:  the string description that a RCU or DAPC user specifies as the ‘Company Equipment ID’ for an emissions unit when creating, accessing, adding or modifying emissions unit data in a facility profile.  This value may change at the behest of the RCU.  
eu_desc: DAPC’s internal [string] description of the emissions unit.  This value appears in the DAPC Description field on screens representing a selected emissions unit.
eu id:   not a database attribute; used as a screen label and also in written documentation to refer to an emissions unit.  Normally, data displayed in an EU Id field on a STARS2 screen will references the epa_emu_id of the emissions unit.
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Pollutant Pounds/hour
Volatile Organic Compounds 00
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* OunerContact | ;e > paciitprofie >
« Emission Units
Control Equipment
Equipment
« Eqress Points Facility ID: 0165000132 ing Classification: TV Facility Profile Start Date: 1/22/2008
* Application(s Facility Name: Darby Plant Operating Status: Operating Facility Profile End Date: Current
* Permit(s)
* Federal Rules.
* Allowsble Company [Company DAPC Descriotion Eauipment|Operatina|Manufacturer [Model |[Initial
Emissions D Description Tvoe Status Installation
« Emissions Date
Report(s) icT1 Control is within the combustion zone Control is within the combustion zone Other Operating  General Electric TEA/DLN-14/1/2001
* Reporting cn2 Control is within the combustion zone Control is within the combustion zone Other  Operating  General Electric TEA/DLN-1 5/1/2001
Category cn Control is within the combustion zone Control is within the combustion zone Other  Operating  General Electric 7EA/DLN-1 5/1/2001
¥ cn Control is within the combustion zone Control is within the combustion zone Other  Operating  General Electric TEA/DLN-1 5/1/2001
o cs Control is within the combustion zone Control is within the combustion zone Other  Operating  General Electric 7EAIDLN-1 5/1/2002
o cT6 Control is within the combustion zone Control is within the combustion zone Other  Operating  General Electric 7EAIDLN-1 5/1/2002
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ID: 0247080619

Current Permitting Classification: TV
Operating Status: Operating

Profile Start Date: 1/22/2008
Facility Profile End Date: Current

Control Equipment Information
Equipment Type: Other
DAPC Description: fugitive source
Company ID: Refuse Plant Bars
Company Desc fugitive source
Operating Status: Operating
Initial Installation Date: 1/1/1980
Manufacturer: Stein Model: Unknown

¥ Specific Equipment Type information
Description : Portable water sprayer

¥ Pollutants Controlled

Design Control Efficiency| Operating Control Efficiency| Capture Efficiency| Total Capture Control|
Polluta ()] ()] ()] ()
Pb - Lead 50 5 5 2025
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(Company ID|Company Description|DAPC Description|Release Type|Operating Status|Shape _|CEM(s) Present

T o Vertical Operating Rectangle =]
cr2 cn2 Vertical Operating Rectangle o
c13 cm3 Vertical Operating Rectangle o
cTa cH Vertical Operating Rectangle o
cT5 cTs Vertical Operating Rectangle o
cT6 cT6 Vertical Operating Rectangle o
ROADS  ROADS Fugitive-Area _ Operating Round o
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Egress Point Information
: Vertical

Base Elevation (f): 0.0
Release Height (f): 0.0

Fenceline Distance (ft):

Building Dimension

Length (f): 1290 Width (R): 37.0  Height (f): 47.0

Egress Latitude and Longitude

Latitude Degree: 39 Minute: 42 Second: 52.0
Longitude Degree: 83 Minute: 10 Second: 35.0

Stack Details

Shape: Rectangle
Diameter (ft): 4

Temp At Max. Oper (F): 0.0
Temp At Avg. Oper (F): 864.0

BEIS Information

CEM Data

Description H2S 502

NOX CO THC HCL HFL O TRS CO2

Lat/Long reference information

Cross Sectional Area (square ft): 171

Flow At Max. Oper (acfm): 0.0
Flow At Avg. Oper (acfm): 0.0

Pollutant Monitored
FLOW
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¥ Facility List

@ Previous 10 [11-19 0f 19 v Hlext ©
|Operating  |Permitting [TV Permit|
Id |Facility Name |Address 1 |City |County |[DO/LAA  Status. |Classification| Status |Portable

0125040914 Metal Container Corporation 350 McCormick Columbus  Franklin Ohio EPA DAPC, Central Operating v Initial a
Boulevard District Office

0125040915 Plaskolite, Inc. 1770 Joyce Avenue  Columbus  Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office

0125041046 Core Materials Corporation 800 Manor Park Columbus  Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office

0125042458 Shelly Materials, Inc. 395 Frank Road Columbus  Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office

0125042608 The Ohio State University 2003 MILLIKIN ROAD COLUMBUS Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office

0125070213 Columbus Steel Drum 1385 Blatt Boulevard Blacklick  Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office

0125100987 Griffin Wheel Co. - 3900 Bixby Road Groveport  Franklin Ohio EPA DAPC, Central Operating v Initial a
Columbus Plant District Office

0125102034 Dominion - Groveport 5609 Berger Road Groveport  Franklin Ohio EPA DAPC, Central Operating v Initial a
Compressor Station District Office.

0125182441 Insufoam LLC 4849 Groveport Road  Columbus ~ Franklin Ohio EPA DAPC, Central Operating v Initial a
District Office
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(Contact Type [Contact Person |Phone Number _|Email _[Start Date _|End Date

On Site Kovach_Nike (740)869-0007 /2212008
Primary Zando_Mary E (740)869-0007 112212008
Billing Zando, Mary E (740)869-0007 112212008
Responsible Official ~ LaFleur. Jefirey D 112212008
Ouner Columbus Southern Power Co. 112212008
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Contact Name

Prefix: Company Title:
= First Name: Operating Company ||

Name:
Middle Name:
= Last Name:

Suffix:
Contact Address

= Address 1: | ]
Address 2: | ]

-ciy | = 2ip Cote: |

Load Address From Faciity
Contact Phone Numbers

=WorkPhoneNo: [ | WorkExt.No: [ |
Secondary PhoneNo: | | SecondaryExt.No: | |

Contact Email
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Assign contact type
Type: | ¥
Contact:
1fyou do not s the person (contact) you wish to assig, return o the

previous screen and cick on Create Contact Person' to add a new contact
orthis faciy.

Start Date: |

Note: you may assign mutiple contact persons for the following contact types: Other,

Operator, and Responsible Official. You may assign at most one contact person for

the following contact types: Biling, Primary, and On site. If a contact ceases to be a

contact type, click on the corresponding row in the table on the previous screen and
assign an end date.
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Federal Rules Applicability
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Facility ID: 0165000132

Fa
ity Name: Darby Plant Operating ~ Faci

ity Profile Start Date: 1/22/2008
Profile End Date: Current

Select History ID

Start Date [End Date Note
O CURRENT 112212008

O 29260 5/7/2007 1122/2008

O 29259 4122/2003 51712007

Spit seiected Facilty Profie ) _primable view ) | Export 1o excel )





image100.jpeg
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Facility Profile
Facility Profile Start Date: 4/22/2003

ity ID: 0165000132 Current Permitting Classification:
DPL Energy Darby Electric Generating Station Operating Status: Operating ~ Facility Profile End Date: 5/7/2007

** Historical version. Please note the profile start and end dates. =

Fa
Facility Name:

Facility Information
Facility ID: 0165000132
Facility Name: DPL Energy Darby Electric Generating Station

Description:
Address1: 12509 Adkins Road
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Address 1 |Address 2[City |State[zip Code|County |Start Date|End Date
12609 Adkins Road NIt Sterling Ohio 43143 Pickaway 1/22/2008. 3/18/2008
10008 Adkins Road Mt Sterling Ohio 43143 Pickaway 3/18/2008
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More than 0 but less than 10

10 or more but less than 50
50 or more but less than 100
More than 100
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¥ Emissions Report List

Previous Reporting [EIS Received [FER|

Report| report FP 1d |Facility Id |Facility Name |DO/LAA|Year|Category| State tate | Date. Emissions
0125042608 THE OHIO STATE UNIVERSITY.

164112 32240 McCRACKEN POWER PLANT cDo 2007 TV Not Filed  none 1341

154115 Current(3725) 0165000132 Darby Plant CDO 2007 TV Not Filed  none

154099 Current(3725) 0165000132 Darby Plant CDO  2005TV Not Filed  Not Filed

164116154106 Current(29775) 0278000218 GM Lordstown Fabrication Plant NEDO 2007 TV Not Filed  none

154106 Current(29775) 0278000218 GM Lordstown Fabrication Plant NEDO 2007 TV Submitted  Submitted Mar 6, 2008

154117 Current(9072) 0339030011 Pepperidge Farm Inc NWDO 2007 TV Not Filed  none

Printable view ) | Export to excel |
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Invoices >

Invoice Detail

Revenue State:

Facility ID: 0123010192 Invoice ID: 18547 Revenue |
ility Name: CONNS POTATO CHIP CO  Invoice State: Ready to lmoice  Revenue Ty)
OF LANCASTER INC

NTVO7

¥ Billing Details
Posted Date: Revenue Original Amount: ing Contact Name: PORTER. DAN
Current Amou Billing Address: 419 S MOUNT PLEASANT AVE
Balance Du LANCASTER.OH 43130-3193

3/11/2008  Current Invoice Total Amount: $200.00 Billing Contact Phone: (740)319-1896
Report/ Permit Id: 154120 Print Invoice:  Change Invoice Date:

¥ Emission Report Details

Year Amount|
2006 - 0 OR MORE, BUT LESS THAN 10 100.0

12007 - 0 OR MORE, BUT LESS THAN 10 100.0

¥ Adjustments
Type Amount Reason Date Applied
Printable view ) | Export to excel

¥ Notes
[Note 1D User Name Date Note
Ad Note ) | Printaiole view ) | Export to excel
Edit ) ( Post to Revenues )
Ediit Biling Address
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Contact Name

Prefix:
First Name: Robert

Middle Name: C
Last Name: Ryder

Suffix:

Contact Address
Address 1:
Address

City Lancaster
State: Ohio

1115 W. Fifth Ave.

Contact Phone Numbers
Work Phone No.: (740)681-6015
Secondary Phone No.

|Contact Email

Email
Email Pager Addre:

Edii

Company Title:

Operating Company
Name:

Zip Code: 43130

Work Ext. No.:
Secondary Ext. No.

Pager No.
Pager PIN No.:

Retrn
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( hitp:#/172.16.7.71:7011/7_afPfm=18 _t-fred8_vir=finvicreateAdjustment.jspiloc..

Note: To Decrease current amount enter a negative number.

Adjustment Type: | Please select v

= Document Id:

(_Post Adjustment ) ( Cancel )

Gt
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] (42 [] [t searen

18uactivy Template

| @rvore vt = BB & - e Gk -

Welcome ETHOMAS _ Home TE Faciities | Permits | Applications | Emissions Reports | Compliance Reports | Invoices | Momt Reports | Tools | Adrmin
Summary jiagram | Task Profile
* Reassign Woriiow >
+ Change Start Task Profile
Date e ——
e WAl s ((Detall) Complete ) (Skip ) (imvoice
* Referral "
Select Task JFacility Name _ SR ¥ Task Information
| O Postto Revenues Franklin County Sanitary Landfill false In Process | T”’;k":g gli?s;mms
| o Delphi AHG false In Process State: In Process
| (Post Selected ) ( Complete Selected ) { Printable view )| ( Export to excel ) | Status: Jeopardy

Staff: Thomas, Elisa
Ready Date: Mar 24, 2008
Due Date: Mar 24, 2008
End Date

 Workflow Information
Faci ID: 0125040057
Facility Name: Delphi AHG

Workflow: Emission Reporting
Name: SMTV/TV Emission Review
Number: 3955
Status: Jeopardy
Created By: Air, Legacy
Start Date: Feb 29, 2008
Due Date: Mar 30, 2008
End Date:

Home | Workdlow | Facilties | Permits | Applications | Emissions Reports | Compliance Reports | Invoices | Mgmt Reports | Tools | Admin | epaPortal | Help | Logout

N )
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Task Profile

¥ Aggregate List
Select Al | Select None

Select Task [Facility Name. Rush. [Task State
Print Invoice Core Malding Technologies, Inc. false In Process
[Print Invoice} Bailey Corporation false In Process

Print Selected ) | Complete Selected ) | Printable view ) | Export to excel )
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¥ Search Results

Facility ID |Facility Name

MARBLE CLIFF LIMESTONE
121000126 |\ SHAWNEE

MARBLE CLIFF LIMESTONE
(121000126 |\ SHAWNEE

0121000149 NATIONAL LIME AND
T STONECO

0121000165 DURASHIELD USA

1652000030 VIKING WORTHINGTON
T STEEL ENTERPRISE
1652000030 VIKING WORTHINGTON
T STEEL ENTERPRISE
CENTRAL READY MIX
21900262 ) AWARE PLANT

MARBLE CLIFF LIMESTONE
121000126 e SHAWNEE

Report Type
Other

TV Annual Compliance
Certification

TV Annual Compliance
Certification

TV Annual Compliance
Cerification

Other
Other
TV Annual Compliance

Certification
Other

Submitted
Description Category Date Period Accepted

NA >4000 galiday Buk  Feb 14,2008 N/A  Not Yet
plant rpt Reviewed

NA WA Feb 14, 2008 2008 Not Yet
Reviewed

NA NA Feb7,2008 2008 Not Yet
Reviewed

NA NA Feb6,2008 2008 Mot Yet
Reviewed

now CEMS RATA Results Jan 31,2008 /A Not Yet
Reviewed

4th quarter  Compliance Milestone Jan 31,2008 A Not Yet
2007 Rpts Reviewed

NA NA Jan 24,2008 2008 Not Yet
Reviewed

fdsfsfs >15 Ibsiday VOC  Jan 22,2008 N/A  Not Yet
exceedance rpt. Reviewed

Printable view ) | Export to excel

Report
Status
Draft
Draft
Submitted
Draft
Submitted
Submitted

Draft

Submitted
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ility 1D: 0605000097 Report ID: 533 Reporting Period 01/01/07-12/31/08
ity Name: ATHENS COUNTY DOG SHELTER  Report Type Permit Evaluation Report  Due Date 2/15/2008

Submitted By: Gateway. Gateway Report Status  Submitted
VDAPC Staff
Received On: 3/26/2008 Reviewed By: Deviations Reported:
Reviewed On: Report Accepted: Not Yet Reviewed
Comments:

' Additional Information & Corrections

Flease list below any additional information you need fo communicate. At a minimum, ideniy if you have any EU(s) that were

permanently shutdown, EU(S) that will not be installed or modified, or EU(S) not in operafion during the reportin period.
Examoles are available in the ‘PER Form FAQS’ document available from the Svster's reference pae:

" ¥ Detailed EU Information

The Emission Unit(s) listed below has been issued a PTIO(s). Complete the table below by identifying whether deviations or exceedances
of operational resticlions(OR Yemission limitations(EL) and/or manitoring. record keenina or eporting (MRR) occurred by selecting eiter

Yes o No. If any of the date felds do notidentity an actual date, you are fequired to update your Facilty Profile for each applicable
emissions unit(s). Failure to update vour Facility Profile may resultin an incomplete report submitial

Uates From:
Commence
Operation
after
Completion Begin Installation
DAPC Permit of Initial Installation/ or Latest

EU ID DAPC EU Description Number Installation Modification Modification OR/EL MRR Notes
Noo1 P0103332

§

Printable vew ) ( Export t axcel )

¥ Deviation, Exceedance, or Visible Emissions Detai

Additional information is required for each deviation or exceedance that promoted a es' answer in the Detailed EU Information table above
<nd for any sible emissions (VE) incident that occurred during the reporing period. This informaion may be ideniifed through eifher e
Tollowing table or by ataching fhe informalion below. When alfaching 2 documentin lieu of using the tzble below, the document must meet
he conlent reauirerneni i n the har cnw BER uniL s cetued) Fxamoles Ate. available i fhe RER Farm FARS. dncuraeatavailahle
ftam e svsiem's reference bage

[Dev/Exc/ DAPC Start Date End Date Duration Descrintion of Deviation or
IVEID EU ID Date Date

Description of Corrective Actions.
Exceedance and Probable Cause If none, describe why not.

e Ceon | prinable view ) | Export 1o excel )

¥ Attachments
IAttachment ID Description FileType  AttachmentType  Modified By _Last Modified

Frintable view ) | Exportto excel )

| Generate FDF

(Edi)
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Compliance Reports >
Title V Annual Compliance Certification

Facility ID: 0123000228 ReportID: 506 Reporting Period 2007
Facility Name: Pine Grove Regional Facility Report Type TV Annual Compliance Certification
Submitted By: - Administrator, Admin Report Status  Submitted
¥ DAPC Staff

Received On: 3/14/2008 Reviewed By: Administrator, Admin Deviations Reported: Yes

31412008 Report Accepted: No-Revision Requested
Need more info on the desiation

Reviewed On
Comments:

¥ Identification of Intermittent Compliance (IC)

Intermitient comoliance mav be identified throuoh either the followina table or by attaching the information below. When aftaching
a documentin liew of using the table below, the document must meet the required format and content requirements for annual
certfications. You can download a Title V Compliance Certficationform that meets these requirements along with instructions
and examples from the system's reference page Exceptas indicated in this section, tne Waterial Information section below,

or any atiachments submitted in lieu of using these sections, submittal of this report shall indicate all emissions units subject
to one or more applicable requirements operated in confinuous compliance With all ederally enforceable permit terms and

conditions throughout the reporting period identified above.
Excursions/Deviations (one of these must be provided)

Report Date of
Those Documented
Emission. Within Explain the Date, Nature, Duration,
Limitation/Control Excursion/Deviation and Probable Cause of the
EU Measure or Reports Submitted Excursion/Deviation, as well as an)
ICIDID  Permit Term No. Compliance Method to DO/LAA | Corrective Action
503 poot Jan 1, 2008

_Printable view ) _Export o excel Frintable view )

| (i

VAny Material Information Not Established Through: the Applicable Permit Terms and
Conditions That May Indicate Non-Compliance R
For each piece of materialinformation, identify the emissions unit or briefly describe the requirement and then provide a description of the
material information. For insignificant emissions units, include the permit number or SIP-based applicable requirement rule reference.
ifyou are attaching a Tite V Compliance Certication form that includes this informstion you do not need to duplicate it here.

| ¥ Attachments.
fyou are attaching any previously submited repors as part ofthis submittal. remember to also rebort the name and the date ofthe report.
Attachment ID  Description File Type Attachment Type  Modified By Last Modified

Frintable view ) | Export to excel ) |

(Generate FDF )
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Compliance Reports >
Other Compliance Report

Facility ID: 0121000126 Report ID: 540 Reporting Period N/A
Facility Name: MARBLE CLIFF LIMESTONE INC Report Type Other Compliance Report
Submitted By: Administrator, Admin Report Status Draft
¥ Report Category

Category |Maffunction Notif

¥ Description, Reporting Period and/or Date(s)
Identiy he reporting period and due date frst Then summarize the confents of the atached compliance report, such as fest date,
nolification date,efc. Aftach the compliance report below.

¥ Attachments

[Attachment ID Description File Type  Modified By Last Modified
( New Attachment ). ( Printable view ) ( Export to excel )

I (Cae) (Vaaw) G (cawe) (Delee) (Gare
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http:/itestapps.epa.state.oh.us/?_afPfm=18_t-fred&. vir-compliance/newCompli

Report Type: | Other Compliance Report ]

Create Report _Cancel
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Homt Reports >
Mgmt Reports

©-EaFacility Reports

Missing Newspaper Publication
Date

(5P Candidate Temination

() Facilty SIC Report
[E)Title v PTIs With No PTO

Application
i Eacility NAICS Report

) Facilty Base Report

Report Definiti
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[c) DAOFactory

© gelnatancaame() : String

@ star(in ntParametrs  Propertesin nstancalame ¢ String) + void
& startnternal) : void

© rlreveDAO(n daaiiams : Sting) 1 AblrsclDAO

© QeDAO(in dsoMame : String) : AbsractDAO

© relrieveSQLin path : Strng) + Sting

© loadsQL(in path + Sing) : Steing
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Mamt Reports >

Mgmt Reports
& QEﬂ&M Report Definition
Edit Report ) ( Clane Report )
Eacilty SIC Report Report Input Values
%T‘\ﬂet\/ PTis With No PTO DOILAA
pplication
(T Report Number of Days Since Request: |5 ]
) Facilty Base Report Type of Output @ PDF O Word/RTF O Excel

Generate Report
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Momt Reports >
Issuance Report

¥ Issuance Report Fiiter

From Date | 112007 B
\Submit ) (Reset) (GoBack

To Date | 1213112007 @

¥ Issuance Report

I PTI
|DOILAA _ [Drat Final
lcoo 3 | 98
INEDO 4 | 12
Inwoo 8 119
TDES B 62
|swpo | 4
|sEDO P
pLaa 0 0
|RaPca [
|coaa 0 3
|ncoEs o 0
[ccHD 0 2
ARAQMD 0 0
Total 183 | 567

Draft Final Draft PPP PP

i

101010 10 15 16 1= 1 1 1 1 1
o o I e 1o 1 o s 3[R e

12 1 1 160 0o kom0 1 1 o 8 [k e

15 o 1o 28 00 1on o 1 o B3
183 o 1o 1 1 14 0 o s e 8

)

PBR Total ‘
PTI PTIO TV PBR
o |5 a2 |0 ‘
O |68 |4 | & | O
0 ez 2 w0 |
5 @ |2 |40 |
o (s [a 8 [0 |
g |2 3|6 |0 ‘
o | e [e| 8%
o |0 [0 |20
o |0 [0 70
o |0 [0 &0 |
o [0 [0 & 90|
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_Summary by DO/LAA

Summary by Reason

Ohio EPA ot et
e, | sianed =
District pVRILLE \
2 Ohio £9A ||
|lotice =37 el
|onic ePa. Taleds
oarc, | /T Department
Southwest | of
Distict | environmen| |
office = 17 /|t Senices —
Ohio EPA. Sis installation
oarc, | 179
Narthwest
District
office - 48
VPTIReport
11000183 v| Next 83 &
[General [End of
Permit Permit  Issuance  |Permit [Effective [Publication [Comment [Invoice
[Number _|Facility ID |Facility Name Reason _|Status _|(YesiNo) _|Date |Date Period |Amount
Initial Draft Feb 27,
106746 0575010146 Norcold, Inc installation  Issuance N 2007 Jan 16, 2007 Jan 16, 2007 00
Initial Drat Feb 27,
105896 0387040001 Bulk Molding Compounds, Inc. installation  Issuance N 2007 Jan 18, 2007 Jan 18, 2007 00
REED AR PRODUCTS Initial Dratt Mar 29,
105795 0387000107 GROUP installation  Issuance N 2007 Feb 20, 2007 Feb 20, 2007 00
Ershigs Kyger Creek Stack  Iitial Draft Oct23,
106949 0627000054 Liner installation  Issuance N 2007 Jul 17, 2007 Jul 17, 2007 00
Initial Drat Sep 18,
105645 0374010235 Fostoria Ethanol, LLC installation N 2007 Jul 26, 2007 Jul 26, 2007 00

Issuance
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¥ Workload Report Filter

LSRN Ohio EPA DAPC. Central District Ofice
|Ohio EPA DAPC, Northeast District Ofice
|Ohio EPA DAPC, Northwest District Ofice
Toledo Department of Envronmental Senices
|Ohio EPA DAPC, Southwest District Offce
|Ohio EPA DAPC Southeast District Office

[£3

(Submit) (Reset) (GoBack

¥ Workload Report
NC - Not Completed : IP - In Progress
PTI PTIO

Working Draft Working Draft Working
DO/LAA_|Task Juser INC 1P NCIPNC IP NCIPNC IP
CDO  CO Permit Approval "Hopkins Michael 2 0 20319 110 6 0
(coo CO Permit Review Administrator, Admin 1000 0 000 0 0
CDO O Pemit Review Singhal Sudhir M0 203 2 10 6 0
CDO  DO/LAA Permit Approval Administrator Admin 0 100 0 300 0 0
DO DO/LAA Permit Approval Riggleman Michael 2 0 00 13 010 0 0
CDO  DOILAA Permit Approval Toth Kelly 7 0 20 %7 100 6 0
(coo DO/LAA Technical Review Administrator, Admin 0 000 1 000 0 0
CDO  DO/LAATechnical Review  Ackman,Olen 0 0 00 4 2000 0
(coo DO/LAA Technical Review Carlin Jennifer 1100 24 000 0 0
(coo DO/LAA Technical Review Novak,Adam 0 100 4 101 0 0
CDO  DO/LAA Technical Review  Halton,Benjamin 0 0 00 22 000 0 0
CDO  DOILAATechnical Review  McGreevy.John 0 0 00 1 100 0 0
CDO  DOILAATechnical Review JaliNatalie 14 00 2 500 6 0
(Do Total 36 7 6 0 1484 16 3 1 24 0

(_Printable view ) | Export to excel )

i
g
3

T e

ek eoee LB Is oo B

T e e ey

ek eoee LB Is oo B

T e e ey

el e e ol o e o B

Total
NC 1P
400 1
10
397 2
0 4
106 0
282 1
10
4 2
2 1
41 3
12 0
M1
29 9
1552 24
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¥ Late Permits Report

[Facility Id_[Facility Name

[Workflow [Total
|Current Task

|E:press|ﬂeason

Permit
Status

MARATHON PETROLEUM CO
0125040071 LLC - CLOW

0125062328 DRY CLEANING CTR
0142000058 SMALL'S INC

INTERNATIONAL PAPER CO
0145020220 INC

0145020221 BAYER MATERIALSCIENCE
CARDINGTON YUTAKA
0159000140 TECHNOLOGIES

Determination

Determination
CO Permit Review

DO/LAA Technical

Determination

Danger

Danger
Danger

Danger
Danger

Danger
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¥ Late Permits Report

er

DOJ/LAAS :  [Ohio EPA DAPC, Central District Office. | Types: Reasons: [Initial installation /| General Permit O General
Ohio EPA DAPC, Northeast District Office Iniial
3 E 2
Ohio EPA DAPC, Northwest District Offce Chogts 3ty M| SPressPermit ©Fxvess
I Toledo Department of Environmental Senices ‘Admin mod Display Status: @ Show All |
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Submit ) ( Reset
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¥ PBR Report

Total Count (e
IpoiLaa Superseded) __|Count By Type

Ohio EPA DAPC, Southeast District Office 0 |PBR Type Received Accepted Denied Superseded
Soil-vapor extraction remediation actities 0 0 0 0
Mid-size printing facilty 0 0 0 0
Auto body refinishing facilty 0 0 0 0
Gasoline dispensing facilty with Stage | and Stage Il
controls 0 0 0 0
Nonmetallic mineral processing plants 0 0 0 0
Emergency electrical generators, water pumps, or air
compressors 0 0 0 0
Smal printing facilty 0 0 0 0
Soiliquid extraction remediation actities 0 0 0 0
Boiler and heater 0 0 0 0
(Gasoline dispensing facilty with Stage | controls 0 0 0 0

Equipment used for injection and compression molding of

resins 0 0 o o
Hamilton County Dept. of Envirormental 0 PER Type R
Setices. Soil-vapor extraction remediation activties 0 0 0 0

Mid-size printing facilty 0 0 o o

Auto body refinishing facilty 0 0 o o

Gasoline dispensing facilty vith Stage | and Stage I

controls 0 0 o o

Nonmetalic mineral processing plants 0 0 o o

Emergency electrical generators, water pumps, or air

compressors 0 0 o o

Small printing facilty 0 0 o o

Soibliquid extraction remediation activiies 0 0 o o

Boler and heater 0 0 o o

Gasoline dispensing facilty vith Stage | controls 0 0 o o

Equipment used for injection and compression molding of
resins 0 0 0 0




image12.png
© <<crestes> AbstraclDAO()

@ seTransacton(in trans + Transaction) : void
© getConnection() : Connection

© geReadorlyConnection() : Connection

@ handleclosing(in conn : Connaction) : void

@ handleException(in & + Exceptioniin conn : Connaction) : void

© executelpdta(in st : reprecSatemant) : int

& closaSttamani(in st : Staemen)  void

& SQUieString(in value 1 Sring) : Srng

© sl stodified(in s : reparedStatament i setColumitu + ntjn oinColumaur ¢t currantLastlodifed  Tntcer) t et

© geTransaction() : Transaction
& commiin conn  Connecton)  veid

© loadsQL(in path + Sting) : Sring

8 getConnectionFromCanniManager i readorly : boslean) : Connection

5 coseConnectiorFromConrManager(in conn + Connectin) : void





image212.emf
Controller Class Backing Bean: 

Bulk Operations Catalog

(1) Dynamically loads Bulk 

Operation class on the basis 

of entry for chosen operation in 

CM_BULK_DEF

(2) Displays filter parameters for 

chosen operation as defined in 

CM_BULK_ATTRIBUTES_XREF       

Operation-specific 

class: defines 

operation-specific 

content and behavior 

for pop-up

Bulk Operation Class: 

includes standard pop-up 

elements such as 

Standard datagrid 

functionality, Apply, 

Cancel buttons

CM_BULK_DEF

CM_BULK_ATTRIBUTES_XREF

Value

Attribute-1

Attribute-2

Attribute-n

. . .

Submit Search Reset

Bulk Operation Printable view Export to excel
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rosoft Intemnet Explorer

¥ Selected Facility List

150i8 o] Next2 ©

Operating  Reporting TV Permit
Facility D Faclity Name Status Category Status
0124000115 Crestar Operating NTV
0125000827 ANG 1215t Operating NTV
0125001402 Gravel 319 Operating TV Type A
0125001972 Solid Waste Authorty of Central Ohio Operating TV Type A
0125001989 Ohio EPA Operating TV Type A
2040101730Moded Fser Slase Canparies, Plark Opertng TV Type A
Prniable view ) ( Exportls excel
Facility Roles List

Facility Roles Staff

O EIS Reviewer Robbins, Harretie ]

O Invicer Gurs, Linda -]

DOILAA Permit Wiiter Bradley, Ken -]

DO/LAA Ermissions Report Approver [ Hopt, Kavita -]

€O Permit Approver Leinbaugh, Dennis ]

DO/LAA Emissions Report Reviewer [Wu, Edgar 7]

O lssuance Coordinator Gherad, Alex -]

O FER Approver Bradiey, Ken -]

DOILAA RevieweriApprorer Wosster, Sam <

CO Netice Generator/Batch Processar| Yamin Reza -]

Responsible Offcial Reviewer Gherad, Alex -]

DO/LAA Uploaded Report Reviewer [ Leinbaugh, Denris ]

O Facilty Profils Maintenance  [Anderson, Chris ]

DOILAA Application Intake/Receiver [ Adminstrator, Adrmin 7

O Permit Reviewer Andsrson, Chils =

DOILAA Facilty Profle Maintenance [Wooster, Sam ]

Priniable view ) | Exportl excel
Apply) ( Cancel
& [0 | B Localintanat
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Tools >
Document Generation

& Eapplications & E3permits & E3Reports
iwgw [E) General Letter - Permit Info E) Emissions Report Revision
E)nov -PTIQ Renewal Not () Multi Media Form Request
Submitted IOV - Installation ot General Letter - Emissions

NOV - Title V Renewal Not Modification Without Proper Perm | Report Info
Submitted [EIPER Form For Facilt [Enov - Late Reports (e
[EInov - Title V Renewal [EIPER Late Letter Quarterly Semi-Annual
Submitted Late (8) Permit Strateqy Write-Up [Elnov - STV Emissions Report
(E)PBR Does Not Meet Qualfying ) Shatmiontiot s Not Submitted (attainment
Criteria e Rt (Enov - sMTV Emissions Report
[ElpTPTIO App Preliminarih Not Submitted (non-attainment
Complete 9 SiEgcilties EINOV - Title V Emissions Report
ElpTuPTIO App Preliminarily 5) General Letter - Facity Info Not Submitted (non-attainment)
Incomplete Qnly. [Enov - Title v Compliance
(EpTPTIO App Retum IOV - General NOV Template Certfication Not Submitied
ElPTUPTIO App Technical NOV - Portables - Relocation [EINOV - Title V Emissions Report
Incompleteness Without Approval Not Submitied (attainmen]

Tile \ App Preliminarily [EINOV - Stack Test - Failed [E)Title v Compliance Certfication
Complete [EINOV - Stack Test - Not Incomplete
[V Title v App Technical Completed [E)Title V Compliance Report Form
Incomplete 1st Warming ] Stack Test - Passed

(E)Title V App Technical
Incomplete 2nd Warning

Stack Test - Request
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Tools >
CO Document Generation

5-EReminders
E)PER Reminder Letter (includes
Fom)
[EPTI0/PTO Expiration Notices
E)Retum Check (Sent Before
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(£ sM1V Emissions Report
Reminder (attainmen]
() sM1v Emissions Report
Reminder (non-attainment)
E)itle v Compliance Certiication
Reminder
) ile v Emissions Report
Reminder (attainmen]
() itle v Emissions Report
Reminder (non-attainment)
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EJPER Reminder Letter (includes Form

) Retu Check (Sent Before Invoice
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Reminder (sitainment)
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Tools >
External References

General

Public Notice search page

Latitude/Longitude
SCC Codes

SIC Codes
OSHA SIC Codes

USEPA - Codes page: SIC. SCC. NAICS. etc

Guidance

Control Equipment O&M guidance
Guide to Emvironmental Permitting in Ohio
OEPA - Engineering Guides

Potential to Emit (PTE) Guide

USEPA - Applicability Determination Index
USEPA - Control Equipment Knowledge Base
USEPA - Control Techiques Guidelines

USEPA  Industry Sector Notebooks

USEPA - New Source Review quidance database
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0125092141 TOSOH SMD INC Permit _Permit Reason PO006T25 NA R Administrator, Admin 02/16/2008 03:59-13
0125092408 Legacy Permit Permit  Permit Reason P0083391 NA R Air. Legacy 0211472008 05:21:44
0125092408 Legacy Permit Permit  Permit Reason P0083390 NA R Air, Legacy 02/14/2008 05:21:43
0125092408 Legacy Permit Permit  Permit Reason P0083389 NA | Air, Legacy 021412008 05:21:42
0125092371 Legacy Permit Permit  Permit Reason P0083388 NA R Air, Legacy 0211472008 05:21:34
0125092371 Legacy Permit Permit  Permit Reason P0083387 NA 1 Air, Legacy 021472008 05:21:34
0125092330 Legacy Permit Permit  Permit Reason P0083386 NA l Air, Legacy 02/14/2008 05:21:32
0125092201 Legacy Permit Permit  Permit Reason P0083385 NA R Air, Legacy 021472008 05:21:31
0125092201 Legacy Permit Permit  Permit Reason P0083384 NA l Air, Legacy 0211472008 05:21:31
0125092178 Legacy Permit Permit  Permit Reason P0083383 NA l Air. Legacy 0211472008 05:21:29
0125092059 Legacy Permit Permit  Permit Reason P0083382 NA | Air, Legacy 02/14/2008 05:21:28
0125092495 CIRCLE K # 5266 Permit  Permit Reason 01-08539 NA I Air, Legacy 02/13/2008 07:25:02
0125092495 CIRCLE K # 5266 Pemit  Effective date 01-08539 NO VALUE 03/19/2002 12:00-00 Air, Legacy 02/13/2008 07:25:02
0125092457 SUNOCO Permit  Permit Reason 01-08315 NA I Air, Legacy 02/13/2008 07:25:01
0125092457 SUNOCO Pemit  Effective date 01-08315 NO VALUE 02/13/2001 12:00-00 A, Legacy 02/13/2008 07:25:01
0125092408 BECKER POWDER COATINGS INC Permit  Permit Reason 01-08932 NA I Air, Legacy 02/13/2008 07:24:58
0125092408 BECKER POWDER COATINGS INC Permit  Effective date 01-08932 NO VALUE 02/08/2005 12:00:00 A, Legacy 02/13/2008 07:24:58
0125092408 BECKER POWDER COATINGS INC Permit  Permit Reason 01-08766 NA I Air. Legacy 02/13/2008 07:24:63

0125092408 BECKER POWDER COATINGS INC Permit

0125092141 TOSOH SMD INC
0125092141 TOSOH SMD INC
0125092141 TOSOH SMD INC
0125092141 TOSOH SMD INC
0125092141 TOSOH SMD INC
0125092141 TOSOH SMD INC

Permit
Permit
Permit
Permit
Permit
Permit

Effective date 0108766
Effective date 0108554
Permit Reason 01-08554.
Effective date 0108236
Permit Reason 01-08236.
Permit Reason 0108218
Effective date 0108218

NO VALUE 08/05/2003 12:00-00 Air, Legacy
NO VALUE 06/11/2002 12:00-00 A, Legacy

NA I Air, Legacy
NO VALUE 11/16/2000 12:00-00 Air, Legacy
NA I Air, Legacy
NA I Air, Legacy

NO VALUE 08/08/2000 12:00:00 Air, Legacy
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02/13/2008 07:24:32
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Tools >
Event Log
VEvent Log Filter
Facility ID [02* | Keyword|
0000000000, 0%, %0% 0, 0 New, New*
Facility Name | | Event Type Al

‘acmess, %acmest “acme?, acme

Submit ) (Reset

VEvent Log List
5 e &
Facility ID |Facility Name [Date |Staff [Event Type |Note
0204000133 Premix, Ic. Jan 16, Bush,  Pemiting  Task DO/LAA Preliminary Review in
2008 Demnis  Event Permitting1968 complete.
0204000450 Foseco Metallurgical, Inc. Jan16, Bush,  Pemiting Task DO/LAA Preliminary Review in
2008 Demnis  Event Permitting1969 complete.
0204000450 Foseco Metallurgical, Inc. Jan16, Bush,  Pemiting Task DO/LAA Preliminary Review in
2008 Demnis  Event Permitting1969 complete.
0204000450 Foseco Metallurgical, Inc. Jan16, Bush,  Pemiting Task DO/LAA Preliminary Review in
2008 Demnis  Event Permitting1969 complete.
Millennium Inorganic Chemicals, Jan 16, Bush,  Pemiting  Task DO/LAA Preliminary Review in
0204010193 Inc. - Plant 2. 2008 Demnis  Event Permitting1970 complete.
Millennium Inorganic Chemicals, Jan 16, Bush,  Pemiting  Task DO/LAA Preliminary Review in
0204010193 Inc. - Plant 2. 2008 Demnis  Event Permitting1970 complete.
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¥ Field Audit Log List

Facility Id [Facility Name [Category[Attribute __[Unique d[Old Value [New Value User Name Date
0243081072 PCC Aifoils Inc - Mentor Permit

Draft issue date 0222584 NO VALUE 02/27/2008 12:00:00 Administrator, Admin 02/28/2008 01:08:22
0121000222 RUTHERFORD FUNERAL HOME Permit  Dratt issue date 01-12095 NO VALUE 02/13/2008 12:00-00 Administrator, Admin 02/13/2008 01:11:01
0125251039 HERITAGE MARBLE OF OHIO INC Permit

Dratt issue date P0007406 NO VALUE 02/06/2008 12:00-00 Administrator, Admin 02/06/2008 01:27:22
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